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Some Examples of PDE’s

Ezample 36.1 (Traffic Equation). Consider cars travelling on a straight road,
i.e. R and let u(¢, ) denote the density of cars on the road at time ¢ and space
x and v(t,x) be the velocity of the cars at (¢,z). Then for J = [a,b] C R,
Ny(t) = ff u(t, z)dz is the number of cars in the set J at time t. We must
have

b
/ a(t,z)dz = Nj(t) = u(t, a)v(t,a) — u(t, b)v(t, b)

i,
= —/a p [u(t, z)v(t, x)] dz.
Since this holds for all intervals [a, b], we must have

0
i(t, x)de = —— [u(t, z)v(t, )] .
i(t,2)dr = = u(t, 7)o (t,2)]
To make life more interesting, we may imagine that v(t, z) = —F(u(t, z), u (¢, z)),
in which case we get an equation of the form

0 0
—u = —G(u,u,) where G(u, u,) = —u(t, z)F(u(t, z), u,(t,x)).
ot Ox

A simple model might be that there is a constant maximum speed, v,, and
maximum density u,,, and the traffic interpolates linearly between 0 (when
U = Up,) t0 Uy when (u = 0), ie. v = v, (1 — w/u,y,) in which case we get

0 0

L= Vg (u(l —u/up)).
Ezample 86.2 (Burger’s Equation). Suppose we have a stream of particles
travelling on R, each of which has its own constant velocity and let u(t,x)
denote the velocity of the particle at x at time ¢. Let x(¢) denote the trajec-
tory of the particle which is at zy at time ty. We have C = z(t) = u(t, z(t)).
Differentiating this equation in ¢ at ¢t = ¢y implies
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0 = [ue(t, z(t)) + uz(t, x(t))Z(8)] |t=t, = wt(to, o) + uz(to, zo)u(to, o)
which leads to Burger’s equation
0=1us +u ug.

Ezample 36.3 (Minimal surface Equation). (Review Dominated convergence
theorem and differentiation under the integral sign.) Let D C R? be a bounded
region with reasonable boundary, ug : 9D — R be a given function. We wish
to find the function u : D — R such that © = ug on 0D and the graph of u,
I'(u) has least area. Recall that the area of I'(u) is given by

A(u) = Area(I'(u)) = /D V14 |Vulde.

Assuming u is a minimizer, let v € C*(D) such that v =0 on 9D, then

_4d _4 / 2
0= d8|oA(u+sv)— ds|0/D 14+ |V(u+ sv)|"dx

—/ i| \/ 1+ |V(u+ sv)[de

B DdSO

1
=/7VU-Vvdx
D /1 + |Vul?
——/V 1
D 1+ |[Vaul?

from which it follows that

Vu | vdx

V- ;Vu =0.

1+ |Vul

Ezample 36.4 (Heat or Diffusion Equation). Suppose that 2 C R™ is a region
of space filled with a material, p(z) is the density of the material at x € {2 and
c(x) is the heat capacity. Let u(t, z) denote the temperature at time ¢ € [0, 00)
at the spatial point x € 2. Now suppose that B C R™ is a “little” volume in
R™, 9B is the boundary of B, and Ep(t) is the heat energy contained in the
volume B at time ¢. Then

So on one hand,

E"B(t):/Bp(:L’)c($)1l(t,:c)dz (36.1)
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Fig. 36.1. A test volume B in (2.

while on the other hand,
Ep(t) = /aB<G(x)Vu(t,:c),n(:v)>da(:r), (36.2)

where G(z) is a n x n—positive definite matrix representing the conduction
properties of the material, n(z) is the outward pointing normal to B at x €
0B, and do denotes surface measure on 0B. (We are using (-, -) to denote the
standard dot product on R™.)

In order to see that we have the sign correct in (36.2), suppose that € 9B
and Vu(z)-n(z) > 0, then the temperature for points near x outside of B are
hotter than those points near z inside of B and hence contribute to a increase
in the heat energy inside of B. (If we get the wrong sign, then the resulting
equation will have the property that heat flows from cold to hot!)

Comparing Egs. (36.1) to (36.2) after an application of the divergence
theorem shows that

/B p(@)e(@)ilt, z)dz = / V- (GO)Vult, ) (x) da. (36.3)

B

Since this holds for all volumes B C {2, we conclude that the temperature
functions should satisfy the following partial differential equation.

plz)c(z)i(t, z) = V- (G()Vu(t,-))(z). (36.4)

or equivalently that

u(t,x) = ———=V - (G(z)Vu(t, x)). (36.5)
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the above equation may be written as:
w(t, x) = Lu(t, z), (36.6)

where
(L) = X 0¥ @) )+ 3 @) S (367)

The operator L is a prototypical example of a second order “elliptic” differ-
ential operator.

Ezample 36.5 (Laplace and Poisson Equations). Laplaces Equation is of the
form Lu = 0 and solutions may represent the steady state temperature distri-
bution for the heat equation. Equations like Au = —p appear in electrostatics
for example, where u is the electric potential and p is the charge distribution.

Ezample 36.6 (Shrodinger Equation and Quantum Mechanics).

0 A
59t 2) = —5¥(t ) + V(2)p(t, 2) with [¢(,0)]l; =1.

Interpretation,
/ [ (¢, x)\2 dt = the probability of finding the particle in A at time ¢.
A

(Notice similarities to the heat equation.)

Ezample 36.7 (Wave Equation). Suppose that we have a stretched string sup-
ported at x = 0 and x = L and y = 0. Suppose that the string only undergoes
vertical motion (pretty bad assumption). Let u(t,z) and T(¢,z) denote the
height and tension of the string at (¢, ), po(x) denote the density in equilib-
rium and Ty be the equilibrium string tension. Let J = [z,z + Az] C [0, L],

Ay + Ax

Ay

1

t

1

!

|

I

i

t
i
+

X o ———

x + Ax

Fig. 36.2. A piece of displace string

then
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is the momentum of the piece of string above J. (Notice that po(z)dz is the
weight of the string above x.) Newton’s equations state

%‘;(t) = / ust(t, ) po(x)dax = Force on String.
J

Since the string is to only undergo vertical motion we require
T(t,z + Az) cos(graz) — T(t, z) cos(ay) =0
for all Az and therefore that T'(¢,z) cos(a,) = Ty, i.e.

T
cos(az)

T(t,z) =

The vertical tension component is given by

. B . B sin(@g4 Az ) B sin(a)
T(t,x + Az) sin(azt+az) — T(t, z) sin(ay) = T [sin(ax+4x) cos(an)

=T [ug(t,z + Ax) — uz(t, )] .

Finally there may be a component due to gravity and air resistance, say

gravity = — / po(x)dx and resistance = f/ E(x)us(t, z)dx.
J J

So Newton’s equations become
T+ Ax
[ vt alpn(o)ds = To us(t + Ao) — s (t,2)

r+Azx T+Ax
—/ po(x)dac—/ k(x)u(t, z)dx

and differentiating this in Ax gives

it (t, 2)po(2) = Uaa(t, 2) — po(x) — k(2)u (t, )

or equivalently that

wn(t,z) = U (t, ) — 1 — ”;C u(t, ). (36.8)

L
po(z)

Ezample 36.8 (Mazwell Equations in Free Space).

OE
E—VXB
0B
o VXE

V-E=V -B=0.
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Notice that

0’E 0B
W:VxE:—V><(V><E):AE—V(V-E)=AE

and similarly, %Qt}? = AB so that all the components of the electromagnetic

fields satisfy the wave equation.

Ezample 36.9 (Navier — Stokes). Here u(t,x) denotes the velocity of a fluid
ad (t,z), p(t,z) is the pressure. The Navier — Stokes equations state,

% + Oyu = vAu — Vp+ f with u(0,2) = ug(x) (36.9)

V - u = 0 (incompressibility) (36.10)

where f are the components of a given external force and ug is a given di-
vergence free vector field, v is the viscosity constant. The Euler equations
are found by taking v = 0. Equation (36.9) is Newton’s law of motion again,
F = ma. See http://www.claymath.org for more information on this Million
Dollar problem.

36.1 Some More Geometric Examples

Ezample 36.10 (Einstein Equations). Einstein’s equations from general rela-
tivity are

1
Ric, — 3 9SSy =T
where T is the stress energy tensor.

Ezample 36.11 (Yamabe Problem). Does there exists a metric g; = u*/(*=2) g,

in the conformal class of gg so that g; has constant scalar curvature. This is
equivalent to solving
—vAgt + Sgou = ku®

n+2

where v = 42—:%, a = 25

Jo-

k is a constant and Sy, is the scalar curvature of

Ezample 36.12 (Ricci Flow). Hamilton introduced the Ricci — flow,

99 _

En Ricy,

as another method to create “good” metrics on manifolds. This is a possible
solution to the 3 dimensional Poincaré conjecture, again go to the Clay math
web site for this problem.
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First Order Quasi-Linear Scalar PDE

37.1 Linear Evolution Equations

Consider the first order partial differential equation
Opu(t, ) Zaz )O;u(t, x) with w(0,z) = f(z) (37.1)

where z € R"™ and a;(xz) are smooth functions on R"™. Let A(x) =
(a1(x),...,a,(z)) and for u € C* (R™,C), let

Au(z) = %bu(az +tZ(x)) = Vu(z) - A(z) =

i.e. A(z) is the first order differential operator, A(z) = 327" | a;(x)d;. With
this notation we may write Eq. (37.1) as
Oy = Au with u(0,-) = f. (37.2)
The following lemma contains the key observation needed to solve Eq. (37.2).
Lemma 37.1. Let A and A be as above and f € C1(R",R), then
d - -
Ef oe(z) = Af oe'*(x) = A(foe™) (2). (37.3)
Proof. By definition,
tA tA
ol — A
L oA(@) = A (a)

and so by the chain rule

%f ol (z) = Vf(e(2) - A(e"(2)) = Af (e ()
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which proves the first Equality in Eq. (37.3). For the second we will need to
use the following two facts: 1) e(**9)4 = ¢4 0 ¢*Z and 2) e*4(z) is smooth in
x. Assuming this we find

d d s d s <
gl 0@ = golof oAy = oo [fo e o e @)] = A(f o) (2)
which is the second equality in Eq. (37.3). =
Theorem 37.2. The function u € C* (D(A),R) defined by
ult, z) = f(e(x)) (37.4)

solves Eq. (37.2). Moreover this is the unique function defined on D(A) which
solves Eq. (37.3).

Proof. Suppose that u € C* (D(A), R) solves Eq. (37.2), then

d —t _ —t A —t —
ﬁu(t,e Az)) = ug(t, e () — Au(t,e () = 0

and hence

u(t,e 4 (z)) = u(0,z) = f(z).
Let (to,z9) € D(A) and apply the previous computations with z = et (zg)
to find u(ty,z) = f(e!(z0)). This proves the uniqueness assertion. The ver-

ification that u defined in Eq. (37.4) solves Eq. (37.2) is simply the second
equality in Eq. (37.3). m

Notation 37.3 Let etAf(:L') = u(t, ) where u solves Eq. (37.2), i.e.

A f(a) = fleA (@)

The differential operator A : C1(R",R) — C(R",R) is no longer bounded
so it is not possible in general to conclude

~ e tn -
efAfZ;ﬁA f. (37.5)

Indeed, to make sense out of the right side of Eq. (37.5) we must know f
is infinitely differentiable and that the sum is convergent. This is typically
not the case. because if f is only C'. However there is still some truth to
Eq. (37.5). For example if f € C¥(R",R), then by Taylor’s theorem with

remainder,
k

po t’n ~n
S EDY —Af = o(t®)
n=0
by which I mean, for any x € R",
~ k t”l -
t=F et f(x) — Z ﬁA"f(a?) —0ast—0.

n=0
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Ezample 37.4. Suppose n = 1 and A(z) = 1, A(z) = 0, then ' (z) = = + ¢
and hence

e f(2) = f( +1).
It is interesting to notice that

oo

e ) = 3 @)

n=0

is simply the Taylor series expansion of f(z 4 t) centered at x. This series
converges to the correct answer (i.e. f(z+t)) iff f is “real analytic.” For more
details see the Cauchy — Kovalevskaya Theorem in Section 39.

Ezample 37.5. Suppose n = 1 and A(z) = 22, A(z) = 228, then e'(z) =

2 on D(A) = {(t,r) : 1 —tx > 0} and hence e f(z) = f(7%=) = u(

1—tx 1—tz/ — ’

on D(A), where

X

Uy = T2y (37.6)

It may or may not be possible to extend this solution, u(t, z), to a C solution
on all R%. For example if lim, ., f(z) does not exist, then lim, u(t, ) does
not exist for any = > 0 and so u can not be the restriction of C! — function
on R2. On the other hand if there are constants cx and M > 0 such that
f(x) =cy for x > M and f(x) = c_ for x < —M, then we may extend u to
all R? by defining

_Jepifz>0andt>1/x
u(t,x)—{c_ ifz<0andt<1/z.

It is interesting to notice that z(t) = 1/t solves @(t) = —a2(t) = —A(z(t)),
so any solution u € C'(R% R) to Eq. (37.6) satisfies Lu(t,1/t) = 0, i.e. u

must be constant on the curves x = 1/t for t > 0 and « = 1/t for t < 0. See
Example 37.13 below for a more detailed study of Eq. (37.6).

FEzxzample 87.6. Suppose n = 2.

. T 0-1 T
1.If A(z,y) = (—y,x), i.e. A <y> = <1 0 > (y) then
ta (x\ _ [cost —sint T
€ y ) \sint cost y
etAf(ac,y) = f(xcost —ysint,ycost + xsint).

2.1 A(z,y) = (x,y), ie. A (2) _ (é?) (2) then

and hence
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“(0)-(22)0)
e = p
Y 0e Y

e“if(a?,y) =f (wet7yet) )

Theorem 37.7. Given A € C*(R",R") and h € C* (R x R",R).

and hence

1. (Duhamel’ s Principle) The unique solution u € C*(D(A),R) to
uy = Au + h with u(0,-) = f (37.7)

is given by

_ t _
u(t,) = e 4 / e(t_T)Ah(T, dr
0

or more explicitly,

u(t,z) == f(et?(x)) +/ h(r, e "D A(z))dr. (37.8)
0

2. The unique solution u € C*(D(A),R) to
uy = Au+ hu with u(0,-) = f (37.9)
is given by
u(t, ) = elo Mre TR @)drT p(gtA (1)) (37.10)
which we abbreviate as

et(A_i_Mh)f(x) — e/‘()t h(T,e(tiT)A(x))de(etA (:C)) (3711)

Proof. We will verify the uniqueness assertions, leaving the routine check
the Eqs. (37.8) and (37.9) solve the desired PDE’s to the reader. Assuming u
solves Eq. (37.7), we find

d d

g Lo ult)] @) = Zult.e @) = (w— Au) (e (@)

= h(t,e”"(x))

and therefore
[e_“iu(t, )] (z) = u(t,e " (2)) = f(z) +/0 h(r,e™ (w))dr

and so replacing z by e (z) in this equation implies

w(t,z) = flet(x t 7 A () dr.
(t.2) = f( <>>+/Oh<, (2))d
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Similarly if u solves Eq. (37.9), we find with z(¢) := [e_t;‘u(t,-)} (x) =
u(t,e t(x)) that

(t) = %u(t, etA(z)) = (ut - Au) (t, et (z))

= h(t,e " (2))u(t, e () = h(t, e~ (x))2(t).
Solving this equation for z(t) then implies
u(t,e*“‘(:r,)) =2(t) = elo h(T,e_TA(a:))dTZ(O) —els h(T,e—TA(x))drf(x)_
Replacing = by e*4(z) in this equation implies
u(t,z) = elo h(T,e(t77>A(z))de(etA(:L,))'
[ ]

Remark 37.8. It is interesting to observe the key point to getting the simple
expression in Eq. (37.11) is the fact that

etA(fg) = (fg) oeth — (foetA) . (goetA) :et[lf_etAg_

That is to say e* is an algebra homomorphism on functions. This property
does not happen for any other type of differential operator. Indeed, if L is some
operator on functions such that e*(fg) = e*f f - e!L'g, then differentiating at
t = 0 implies

L(fg)=Lf-g+f- Ly,

i.e. L satisfies the product rule. One learns in differential geometry that this
property implies L must be a vector field.

Let us now use this result to find the solution to the wave equation
Upr = Uz With u(0,-) = f and u(0,-) = g. (37.12)
To this end, let us notice the uy = u,, may be written as
(D — D) (B + D) u =0
and therefore noting that
(0 + 92) ult, z)|1=0 = g(z) + f'(2)
we have
(O + Ou) ult,z) = €% (g + [') (&) = (g + [) (w +1).

The solution to this equation is then a consequence of Duhamel’ s Principle
which gives
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t
) =@+ [ (g ) ki
0
=f(w—t)+/0 (g+ ) (@ +7—(t—7))dr
t
=f(fc—t)+/0 (g+ 1) (z+2r —t)dr

:f(ac—t)—f—/o g(:v—|—27'—t)d7'+%f(a:—&-?r—t)ﬂié

DO =

[Flz+1) + flz— 1) +%ltg($+s)ds.

The following theorem summarizes what we have proved.

Theorem 37.9. If f € C*(R,R) and g € C*(R,R), then Eq. (37.12) has a
unique solution given by

t

@ +t) + fla—1)] +%/ oz + 8)ds. (37.13)

—t

u(t,x) =

N —

Proof. We have already proved uniqueness above. The proof that u defined
in Eq. (37.13) solves the wave equation is a routine computation. Perhaps the
most instructive way to verify that w solves usy = ug, is to observe, letting
y =z + s, that

/t g(x + s)ds = /Ht 9(y)dy = /0x+tg(y)dy + /:_tg(y)dy

—t x—t
x+t x—t
= / 9(y)dy — / 9(y)dy.
0 0
From this observation it follows that

u(t,z) = Flx +1t) + G(x — t)

1 * 1 v
P =5 (70 + [ owdy) and 60) = 3 (100) = [ atw)an).
0 0
Now clearly F and G are C? — functions and
(0 —O0z) F(x+t)=0and (0;+9,)G(x—1t)=0
so that

(07 — 02) ult,x) = (0 — ) (8 + ) (F(z + 1) + Gz — 1)) = 0.
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Now let us formally apply Exercise 37.45 to the wave equation us = gy,
in which case we should let A? = —92, and hence A = \/—02. Evidently we
should take

cos (1/ 2 f(x) = % [f(z+1)+ f(z —1)] and

Mg(x) = l/ttg(x +s)ds = %/::tg(y)dy

Thus with these definitions, we can try to solve the equation
Ut = Ugy + h with w(0,-) = f and w(0,-) =g (37.14)

by a formal application of Exercise 37.43. According to Eq. (37.73) we should

have . .
u(t, ) = cos(tA) f + A L /O (=)Ao var,

A A
i.e.

T+t—T1

u(t,x):%[f(a:—&-t)—i—f(m—t)]—i—%/it x+8)ds+= /dT/ dy h(r,y).

t+71
(37.15)
An alternative way to get to this equation is to rewrite Eq. (37.14) in first
order (in time) form by introducing v = u; to find

£(2)-4(2) (1) o
() ()

1
-(2)
6120

A restatement of Theorem 37.9 is simply

()= (i) =3 (T b iety)

where

According to Du hamel’s principle the solution to Eq. (37.16) is given by

(853) -4 () Lt}

The first component of the last term is given by

1 1 t—71 1 t TH+t—T
—/ [/ h(r,z + s)ds} dr = —/ [/ h(r, y)dy] dr
2 0 T—1 2 0 r—t+T
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which reproduces Eq. (37.15).
To check Eq. (37.15), it suffices to assume f = g = 0 so that

THt—T1
/ dT/ dy h(r,y).
r—t+T1

Now
1 t
ut—§/ [W(ryz+t—7)+ h(r,x —t+7)]dr,
0
1 t
utt:i/ [ha(T,x +t—T) — he(r,z —t +7)|dr + h(t, x)
0
1 t
uz(t,az)zi/ drh(r,x+t—7) = h(r,x —t+7)] and
0
1 t
um(t,x):§/ dr [he(Tyx +t—7) — he(T,2 — t + 7)]
0

so that uy —uy, = h and w(0, ) = u:(0,2) = 0. We have proved the following
theorem.

Theorem 37.10. If f € C*(R,R) and g € C*(R,R), and h € C(R?,R) such
that h, exists and h, € C(R% R), then Eq. (37.14) has a unique solution
u(t,z) given by Eq. (87.14).

Proof. The only thing left to prove is the uniqueness assertion. For this
suppose that v is another solution, then (u — v) solves the wave equation
(37.12) with f = g = 0 and hence by the uniqueness assertion in Theorem
379, u—v=0. m

37.1.1 A 1-dimensional wave equation with non-constant

coefficients

Theorem 37.11. Let c(x) > 0 be a smooth function and C = c(x)d, and
f,g € C*(R). Then the unique solution to the wave equation

uy = C*u = cugy + uy with w(0,-) = f and uy(0,-) = g (37.17)
u(t.a) = 3 @)+ @) +5 [ g C@nds (3713)

defined for (t,z) € D(C)ND(-C).
Proof. (Uniqueness) If u is a C? — solution of Eq. (37.17), then

(.- C) (a+C)u=0
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and

(at n é) u(t, )]s = g(z) + O f(z).
Therefore

(8 + ) ults) = € (g + ) (@) = (g + ) ()

which has solution given by Duhamel’ s Principle as

u(t,z) = e A f(z) + /0 Lt (9+Cr) (7 @)ar

= 1)+ [ (9+Cr) (0 w)ar

= f(eftC(x)) + % /tt (g + C’f) (esC(x))ds

=1 @)+ 5 [ aeC@yistg [ el @)

5/ 0l a))ds.

[F(e7C (@) + f(e(2))] +

DO | =

(Existence.) Let y = €% () so dy = c¢(e*“(z))ds = c(y)ds in the integral
in Eq. (37.18), then

t et (z) dy
sC _ _J
/_ (e (a)ds = / e, O

ey (0 dy
= / 9@y T /e%) 1) 3y

eftC(

@ Ay 0o dy
—/O g(y)c(y) /O g(y)c(y)~

From this observation, it follows follows that

u(t,z) = F(e'(2)) + G(e™"“(2))

Fo) =3 (10 + [ o s) w6 =3 (10~ [ ).

Now clearly F and G are C? — functions and
(at - é) F(e!(z)) = 0 and (at + é) Gle C(z)) = 0

so that



796 37 First Order Quasi-Linear Scalar PDE

(af - (72) u(t,z) = (at - é) (at + é) [F(e! () + G(e € (x))] = 0.

|
By Du hamel’s principle, we can similarly solve

= C%u + h with 4(0,-) = 0 and (0, -) = 0. (37.19)
Corollary 37.12. The solution to Eq. (37.19) is

1t Solution to Eq. (37.17)
u(t,z) = 5/ at time t — T dr
0 \ with f =0 and g = h(r,-)

1 t t—1
= —/ dT/ h(r,e*C(z))ds.
2 0 T—t

Proof. This is simply a matter of computing a number of derivatives:

1

= /t dr [h(T, e ()) + h(r, e(Tft)C(z))]
0

ut:2

ug = h(t,x) + ! /t dr [C’ (7,7 () — Ch(T,e(T—t)C(ac))}

/t " Ghr,e / dT/t ;js C (1)) ds
(r, e (z)) — h(r, e“*”C(a:))] and
(

CPu = @) - Ch(r, e @)

/dT
/0th
/Od

[h
T |Ch(r, e
[

N = ol

Subtracting the second and last equation then shows u;; = A2 + b and it is
clear that u(0,-) =0 and u(0,-) =0. m
37.2 General Linear First Order PDE

In this section we consider the following PDE,
> ai(x)0u(z) = c(z)u(x) (37.20)
i=1

where a;(z) and ¢(z) are given functions. As above Eq. (37.20) may be written
simply as ~
Au(z) = c(x)u(x). (37.21)

The key observation to solving Eq. (37.21) is that the chain rule implies
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(e () = Au(e (), (37.22

which we will write briefly as

—uoet = Auoe.
ds

Combining Eqs. (37.21) and (37.22) implies

Lu(e () = (e (@)l (2)
which then gives
w(e*A () = el e @)y () (37.23)

Equation (37.22) shows that the values of w solving Eq. (37.21) along any
flow line of A, are completely determined by the value of u at any point on
this flow line. Hence we can expect to construct solutions to Eq. (37.21) by
specifying u arbitrarily on any surface X' which crosses the flow lines of A
transversely, see Figure 37.1 below.

Flow Lies of
A

Fig. 37.1. The flow lines of A through a non-characteristic surface X.

Ezample 87.13. Let us again consider the PDE in Eq. (37.6) above but now
with initial data being given on the line z = t, i.e.
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uy = 2%u, with u(X,\) = f(N)
for some f € C' (R,R). The characteristic equations are given by

t'(s) =1 and 2/(s) = —22(s) (37.24)

and the flow lines of this equations must live on the solution curves to % =

—a?, i.e. on curves of the form z(t) = 25 for C € R and z = 0, see Figure

37.13.

Any solution to u; = z2u, must be constant on these characteristic curves.
Notice the line z = ¢ crosses each characteristic curve exactly once while the
line ¢ = 0 crosses some but not all of the characteristic curves.

Solving Eqgs. (37.24) with t(0) = A = x(0) gives

t(s) = s+ A and z(s) = T —:\s)\ (37.25)
and hence
u(s+ A, HLS/\) = f(A) for all A and s > —1/A.
(for a plot of some of the integral curves of Eq. (37.24).) Let
(t,x) =(s+A L) (37.26)
1+sA
and solve for A :
A 2
x:m or zA* —(xt—HA—2=0

which gives
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(zt — 1) £ 1/ (xt — 1)* + 4a2
A= o . (37.27)

Now to determine the sign, notice that when s = 0 in Eq. (37.26) we have
t = A = z. So taking ¢t = z in the right side of Eq. (37.27) implies

(x2—1):|:\/(3:2—1)2+43:2 (22 =1) £ (22 +1)

2z 2z
B r with +
| —2/x with =~

Therefore, we must take the plus sing in Eq. (37.27) to find

(2t — 1) + 1/ (xt — 1)* + 422

2z
and hence
(2t — 1) + y/ (xt — 1)* + 422
u(t,z) = f 5 (37.28)
When z is small,
N (et -+ 0 —at) I+ 5p (- 5m o
N 2x - 2x 1t

so that

u(t,z) = f (1 —x:):t) when z is small.

Thus we see that u(t,0) = f(0) and u(t, =) is C' if f is C1. Equation (37.28)
sets up a one to one correspondence between solution u to u; = z?u, and
f € CYR,R).

Ezample 37.14. To solve
T, + yu, = Azyu with u = f on S, (37.29)

let A(z,y) = (2,y) = 20, + y0,. The equations for (z(s),y(s)) = e*(z,y)
are
#'(5) = 2(5) and y'(s) = y(5)
from which we learn
ez, y) = e (x,y).
Then by Eq. (37.23),

(e (a,y)) = Mo oy (g yy = e3(FT Ny (g gy,
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Letting (z,y) — e *(z,y) in this equation gives

v

u(z,y) = e2 07wy (e (2, )

and then choosing s so that
_ 2 _
L=l (z,y)||” = e > (@ +y?),

i.e. so that s = %ln (w2 + y2) . We then find

u(z,y) = exp (% (1 - %—Hﬂ) wy) f(\/%)

Notice that this solution always has a singularity at (z,y) = (0,0) unless f is

constant.

Characteristic curves for Eq. (37.29) along with the plot of S*.

Ezample 37.15. The PDE,

e uy + Uy = U with u($,0) = g($)7

(37.30)

has characteristic curves determined by z’ := e* and 3’ := 1 and along these

curves solutions u to Eq. (37.30) satisfy

“ule,y) = ulz,y).

Solving these “characteristic equations” gives

—e~%(8) 4 gm0 — / e %x'ds = / lds =s
0 0

z(s) = —In(e ™ — s) and y(s) = yo + s.

so that

(37.31)

(37.32)

(37.33)



37.2 General Linear First Order PDE 801
From Egs. (37.32) and (37.33) one shows
y(s) =yo+e "0 —e
so the “characteristic curves” are contained in the graphs of the functions

y=C — e * for some constant C.

Some characteristic curves for Eq. (37.30). Notice that the line y = 0
intersects some but not all of the characteristic curves. Therefore Eq. (37.30)
does not uniquely determine a function u defined on all of R2. On the
otherhand if the intial condition were u(0,y) = g(y) the method would
produce an everywhere defined solution.

Since the initial condition is at y = 0, set yo = 0 in Eq. (37.33) and notice
from Eq.(37.31) that

u(—In(e™ — s),8) = u(z(s),y(s)) = e*u(xg,0) = e’g(x0). (37.34)
Setting (z,y) = (—In(e™™ — s), s) and solving for (zg, s) implies
s=yand zg = —In(e™* + y)
and using this in Eq. (37.34) then implies
u(z,y) =e’g (—In(y +e%)).

This solution is only defined for y > —e™%.

Ezample 37.16. In this example we will use the method of characteristics to
solve the following non-linear equation,

2u, +y? uy = u? with u:=1on y = 2. (37.35)

As usual let (z,y) solve the characteristic equations, ' = 22 and 3’ = y? so
that
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_ Lo Yo
(a(s)9te)) = (T2 T2 ).
Now let (zg,y0) = (A, 2)) be a point on line y = 2z and supposing u solves
Eq. (37.35). Then z(s) = u(x(s),y(s)) solves

/ 2

Z = —u(x,y) = 2%u, + 9> Uy =u’(z,y) =2

ds
with z(0) = u(A,2X) = 1 and hence

oo o) — ) =) = e 6Ta0)
Let (@,y) = (ﬁ%) _ (A_ll_ -, A_1/12 . S) (37.37)

and solve the resulting equations:

AMlos=xtand \71/2-s=y""!

1

for s gives s = 27! — 2y~! and hence

l—s=14+2y"t—a ="y N ay+22—1). (37.38)
Combining Eqs. (37.36) — (37.38) gives

Ly

) = ey

Notice that the characteristic curves here lie on the trajectories determined

by % = Z—Z, ie. y=! =271 + C or equivalently

Some characteristic curves
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37.3 Quasi-Linear Equations

In this section we consider the following PDE,

n

Az, z) - Vyu(t,z) = Z a;(z,u(x))0u(z) = c(x,u(x)) (37.39)

=1

where a;(z, z) and ¢(z, z) are given functions on (z, z) € R" xR and A(z, z) :=
(a1(z, 2),...,a1(x, 2)) . Assume u is a solution to Eq. (37.39) and suppose z(s)
solves z'(s) = A(z(s), u(x(s)).Then from Eq. (37.39) we find

d%u(x(s)) = aiz(s), u(z(s)))Biulx(s)) = e(a(s), u(z(s))),
i=1

see Figure 37.2 below. We have proved the following Lemma.

taety(m,u(x))

S Yz ufa,) oot

\ 'X&)\

Z,=L(y)

Crossying Powt
—FOssINE PowT,

Fig. 37.2. Determining the values of u by solving ODE’s. Notice that potential
problem though where the projection of characteristics cross in  — space.

Lemma 37.17. Let w = (x,z2), m(w) = z, m(w) = z and Y(w) =
(A(z, 2),c(x, 2)) . If u is a solution to Eq. (37.89), then
"

u(my o e’ (xg,u(xg)) =m0 eSY(a:O,u(xo)).
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Let X be a surface in R™ (2— space), i.e. ¥ : U C, R"™1 — R"™ such that
X(0) = xo and DX(y) is injective for all y € U. Now suppose ug : X — R is
given we wish to solve for w such that (37.39) holds and u = ug on X. Let

$s,y) =m0 e (2(y), uo(2(y))) (37.40)
then

%(0, 0) = 71 o Y (xg,uo(x0)) = A(zo, uo(x0)) and

D,¢(0,0) = D, X(0).
Assume X' is non-characteristic at xg, that is A(zo, uo(z0)) ¢ Ran X’(0)
where X7(0) : R"~1 — R" is defined by
d
X' (0)v =0,%(0) = d—|02(sv) for all v € R™1,
s

Then (%, g—;ﬁ,...,%) are all linearly independent vectors at (0,0) €

R x R*" ! So ¢ : R x R"! — R” has an invertible differential at (0,0)
and so the inverse function theorem gives the existence of open neighborhood
0e W CUand0 € J C R such that (;S}wa is a homeomorphism onto an

open set V := ¢(J x W) C R", see Figure 37.3. Because of Lemma 37.17, if
- , AN
>
2" W angy

Fig. 37.3. Constructing a neighborhood of the surface X near xzo where we can
solve the quasi-linear PDE.

Cf((\' xw )

)

we are going to have a C! — solution u to Eq. (37.39) with u = ug on ¥ it
would have to satisfy

u(a) =mz0e™ (X(y),uo(X(y)) with (s,y) := ¢~ (2), (37.41)

ie. x = ¢(s,y).

Proposition 37.18. The function u in Eq. (37.41) solves Eq. (87.89) on 'V
with u = ug on .
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Proof. By definition of u in Eq. (37.41) and ¢ in Eq. (37.40),
¢'(s,y) =mY o™ (Z(y),uo(X(y))) = A(d(s,y)), u(d(s,y))
and
2 U0(s,9)) = mY (6(s,9), u(¢(s,9))) = e(é(s,9), u(¢(s,9))).  (37.42)

On the other hand by the chain rule,

Lu(o(s,)) = Vu((s,u)) - ¢ (5,1)
= Vu(g(s,u)) - A(¢(s,y)), u(d(s, y))- (37.43)
Comparing Egs. (37.42) and (37.43) implies
Vu(o(s,y)) - Ald(s,y), u(d(s, ) = c(o(s,9), u(d(s,y)))-

Since ¢(J x W) =V, u solves Eq. (37.39) on V. Clearly u(¢(0,y)) = uo(X'(y))
sou=ugonl. N

Ezample 37.19 (Conservation Laws). Let F' : R — R be a smooth function,
we wish to consider the PDE for u = wu(t, z),

0=1wu;+ 0, F(u) =uy + F'(u)u, with u(0,z) = g(z). (37.44)
The characteristic equations are given by
t'(s)=1, 2'(s) = F'(2(s)) and diiz(s) =0. (37.45)
The solution to Eqs. (37.45) with ¢(0) = 0, 2(0) = « and hence
2(0) = u(t(0),2(0)) = u(0, ) = g(x),
are given by
t(s) = s, 2(s) = g(z) and z(s) = = + sF’'(g(z)).
So we conclude that any solution to Eq. (37.44) must satisfy,
u(s, + sF'(g(x)) = g(x).
This implies, letting ¢ (z) := x + sF'(g(z)), that
ult, ) = g(v; ! (2)).

In order to find ¢, ! we need to know 1 is invertible, i.e. that 1), is monotonic
in z. This becomes the condition

0 < gy(x) =1+ tF"(g(x))g ().

If this holds then we will have a solution.
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Ezample 37.20 (Conservation Laws in Higher Dimensions). Let F': R — R"
be a smooth function, we wish to consider the PDE for u = u(t, z),

0=wu;+ V- F(u) =u + F'(u) - Vu with u(0,z) = g(x). (37.46)
The characteristic equations are given by
t'(s) =1, 2'(s) = F'(2(s)) and diiz(s) =0. (37.47)
The solution to Eqs. (37.47) with ¢(0) = 0, 2(0) = « and hence
2(0) = u(t(0),2(0)) = u(0,z) = g(x),
are given by
t(s) = s, 2(s) = g(z) and z(s) = z + sF’'(g(z)).
So we conclude that any solution to Eq. (37.46) must satisfy,
u(s,x + sF'(g(z))) = g(z). (37.48)
This implies, letting () := 2 + sF’'(g(x)), that
ult, ) = g(y; ' (2)).

In order to find ¢, ! we need to know 1) is invertible. Locally by the implicit
function theorem it suffices to know,

Yi(z)v = v+ tF"(g(x))0ug(x) = [I +tF" (g(z))Vg(z)]v

is invertible. Alternatively, let y = x+sF’'(g(x)), (so ¢ = y—sF'(g(x))) in Eq.
(37.48) to learn, using Eq. (37.48) which asserts g(x) = u(s,z + sF'(g(x))) =
U(S’ y)?

u(s,y) =g (y — sF'(9(x))) = g (y — sF'(u(s,y))) -

This equation describes the solution u implicitly.
Ezample 87.21 (Burger’s Equation). Recall Burger’s equation is the PDE,
ug + uu, = 0 with (0, 2) = g(x) (37.49)

where ¢ is a given function. Also recall that if we view wu(t,z) as a time
dependent vector field on R and let z(t) solve

(1) = ult, z(t)),

then
Z(t) = us + up® = ug + upu = 0.

Therefore x has constant acceleration and
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x(t) = z(0) + £(0)t = z(0) + g(z(0))t.

This equation contains the same information as the characteristic equations.
Indeed, the characteristic equations are

t'(s)=1, 2'(s)=2z(s)and 2'(s) = 0. (37.50)

Taking initial condition ¢(0) = 0, z(0) = zp and 2(0) = u(0,z0) = g(xg) we
find
t(s) =s, z(s)=g(zo) and x(s) = zg + sg(zo)-

According to Proposition 37.18, we must have
u((s, o + sg(xo)) = u(s, z(s)) = u(0,2(0)) = g (x0) . (37.51)

Letting ¥ (zg) 1= o + tg(z0), “the” solution to (t,z) = (s,x0 + sg(xp)) is
given by s =t and zo = v; ! (). Therefore, we find from Eq. (37.51) that

u(t,z) = g (v; ' (2)) - (37.52)
This gives the desired solution provided ;" 1is well defined.

Ezample 87.22 (Burger’s Equation Continued). Continuing Example 37.21.
Suppose that g > 0 is an increasing function (i.e. the faster cars start to the
right), then ¢, is strictly increasing and for any ¢ > 0 and therefore Eq. (37.52)
gives a solution for all ¢ > 0. For a specific example take g(x) = max(z,0),

then ( it
_ 1+t)zifx>0
Tﬂt(l‘)—{ z ifxz<0

and therefore,

A+t zifz>0
e (m)—{ T ifx <0

I (S e

Notice that u(t,z) — 0 as t — oo since all the fast cars move off to the right
leaving only slower and slower cars passing = € R.

Ezample 37.23. Now suppose g > 0 and that ¢'(z¢) < 0 at some point 2 €
R, i.e. there are faster cars to the left of g then there are to the right of
xg, see Figure 37.4. Without loss of generality we may assume that zy =
0. The projection of a number of characteristics to the (¢,z) plane for this
velocity profile are given in Figure 37.5 below. Since any C? — solution to
Eq.(37.49) must be constant on these lines with the value given by the slope,
it is impossible to get a C? — solution on all of R? with this initial condition.
Physically, there are collisions taking place which causes the formation of a
shock wave in the system.
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|
t t t t
-2.5 -1.25 0 1.25 25

Fig. 37.4. An intial velocity profile where collisions are going to occur. This is the
graph of g(z) =1/ (1 + (z +1)%).

Fig. 37.5. Crossing of projected characteristics for Burger’s equation.

37.4 Distribution Solutions for Conservation Laws

Let us again consider the conservation law in Example 37.19 above. We will
now restrict our attention to non-negative times. Suppose that u is a C —

solution to
up + (F(u)), = 0 with (0, z) = g(z) (37.53)

and ¢ € C2(]0,00) x R). Then by integration by parts,
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0= —/Rd:z LZO dt(ur + F(u)g)p
= —/R[ucp] Z;Oda? + /Rdx /tZO dt(ups + F(u)o,)
- R/ 9@)pl0 e+ [ do [ diutt,2)ou(t2) + Flutt,2)elt )

Definition 37.24. A bounded measurable function u(t, z) is a distributional
solution to Eq. (37.53) iff

0= [ s@p0.)de+ [ do [ dttuit.0)on(t.) + Plutt.)on(t.)
) .

for all test functions ¢ € C2(D) where D = [0,0) x R.

Proposition 37.25. If u is a distributional solution of Eq. (37.53) and u is
C! then u is a solution in the classical sense. More generally if u € C1(R)
where R is an open region contained in DY := (0,00) x R and

/R do /t . 2)n(t.2) + F(u(t,)(.2)) =0 (37.54)

for all ¢ € C2(R) then uy + (F(u)), :=0 on R.

Proof. Undo the integration by parts argument to show Eq. (37.54) im-
plies
/ (u + (F(u))2)pdadt = 0
R

for all ¢ € C(R). This then implies u; + (F(u)), =0 on R. m

Theorem 37.26 (Rankine-Hugoniot Condition). Let R be a region in
D° and x = c(t) fort € [a,b] be a C* curve in R as pictured below in Figure
37.6.

Suppose u € CY(R\ ¢([a,b])) and u is bounded and has limiting values u*
and u~ on x = ¢(t) when approaching from above and below respectively. Then
w s a distributional solution of us + (F(u))z = 0 in R if and only if

up + %F(u) :=0o0n R\ (a,b]) (37.55)

and for all t € [a,b],

e(t) [ut(t (1)) —u (t, e(t)] = Fut(t,e(t))) — F(u™(t,c(t).  (37.56)
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kS

'X:LLH

Fig. 37.6. A curve of discontinuities of u.

Proof. The fact that Equation 37.55 holds has already been proved in the
previous proposition. For (37.56) let {2 be a region as pictured in Figure 37.6
above and ¢ € C}(£2). Then

0= /(u bt + F(u)y)dt da

o)
= /(wbt + F(u)py)dt do + /(wbt + F(u)p,)dt dx (37.57)
Q. 2

where 0
x> c(t
Qi—{(t,x)EQ. $<C(t)}.
Now the outward normal to {24 along c is
~(t), —1
PR
1+ ¢é(t)?
and the “surface measure” along c is given by do(t) = \/1 + ¢(t)2dt. Therefore
n(t) do(t) = x(é(t), —1)dt

where the sign is chosen according to the sign in 2. Hence by the divergence
theorem,
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/ (e + F(u)pn)dt da
04

= /(u,F(u)) (¢, ¢p)dt dx
[pAs
_ / o(u, F(u)) - n(t) do(t)

8
= i/ (L, (1)) (uif (¢, e(t)é(t) — F(ui (¢, e(t))))dt.

Putting these results into Eq. ( 37.57) gives

0= / () [u* (1 e(t)) — u™ (1, e(t))]
Wt e(t)) — Flu (8 e(t))) Yol e(t)dt

for all ¢ which 1mphes
&(t) [u™ (t,e(t) —u™ (t,e(t)] = F(u™(t,c(t)) — F(u™ (¢ c(t)).
|

Ezxample 37.27. In this example we will find an integral solution to Burger’s
Equation, u; + uu, = 0 with initial condition

0 x>1
u(0,z) =¢ 1—-20<z<1

1 z <0.
The characteristics are given from above by

z(t)=(1—z)t +z0 z0 € (0,1)
xz(t) =9+t if xop <0 and
z(t) = xg if zg > 1.

| ==
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Projected characteristics

For the region bounded determined by ¢t <z < 1 and ¢t < 1 we have u(t,z) is
equal to the slope of the line through (¢, z) and (1,1), i.e.

z—1
t—1°

u(t,z) =

Notice that the solution is not well define in the region where characteris-
tics cross, i.e. in the shock zone,

Ry:={(t,z):t>1, z>1and z < t},

see Figure 37.7. Let us now look for a distributional solution of the equation

Lo v )

|

S
/// R,
- I Tﬂ

U=1

Fig. 37.7. The schock zone and the values of u away from the shock zone.

valid for all (x,t) by looking for a curve c¢(t) in Ry such that above ¢(t), u =0
while below ¢(t), u = 1.

To this end we will employ the Rankine-Hugoniot Condition of Theorem
37.26. To do this observe that Burger’'s Equation may be written as u; +
(F(u))y = 0 where F(u) = “—22 So the Jump condition is

éluy —u_) = (F(us) — Fu_)

(0—1)é = (0—;—1;) :—%.

Hence ¢(t) = 1 and therefore c(t) = 1¢+1 for t > 0. So we find a distributional

solution given by the values in shown in Figure 37.8.

that is
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Fig. 37.8. A distributional solution to Burger’s equation.

37.5 Exercises

Exercise 37.28. For A € L(X), let

oo n

tA n
= — A", 37.58
e 25 (37.58)

Show directly that:

1. et is convergent in L(X) when equipped with the operator norm.
2. et is differentiable in ¢ and that %em = Aet4.

Exercise 37.29. Suppose that A € L(X) and v € X is an eigenvector of
A with eigenvalue ), i.e. that Av = \v. Show e*4v = e'*v. Also show that
X =R" and A is a diagonalizable n x n matrix with

A= S8DS™! with D = diag(A1,..., )
then et4 = SetP? S~ where e!P = diag(et™, ..., et'n).

Exercise 37.30. Suppose that A,B € L(X) and [A,B] := AB — BA = 0.
Show that e(A+5) = eAeB,

Exercise 37.31. Suppose A € C(R, L(X)) satisfies [A(t), A(s)] = 0 for all
s,t € R. Show

t

y(t) == s Amdr)
is the unique solution to y(t) = A(t)y(t) with y(0) = =.

Exercise 37.32. Compute e'* when

=)
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and use the result to prove the formula

cos(s +t) = cosscost — sin ssint.

Hint: Sum the series and use etdes4 = (t+5)4,

Exercise 37.33. Compute e'* when

Oab
A=100c
000

with a,b,c¢ € R. Use your result to compute e!+4) where A € R and T is
the 3 x 3 identity matrix. Hint: Sum the series.

Theorem 37.34. Suppose that Ty € L(X) for t > 0 satisfies

1. (Semi-group property.) To = Idx and TyTs = Ty for all s,t > 0.
2. (Norm Continuity) t — Ty is continuous at 0, i.e. [Ty — Il x) — 0 as
t]o0.

Then there exists A € L(X) such that Ty = ' where €' is defined in Eq.
(37.58).

Exercise 37.35. Prove Theorem 37.34 using the following outline.

1. First show ¢ € [0,00) — T3 € L(X) is continuous.

2. For e > 0, let S, := %foe T.dr € L(X). Show Sc — I as € | 0 and conclude
from this that S, is invertible when € > 0 is sufficiently small. For the
remainder of the proof fix such a small € > 0.

3. Show
1 t+e
T:Sc = —/ T.dr
€ Jt

and conclude from this that

1
. -1 . _: .
ltllrélt (T, — I) S. 6(T€ Idx).

4. Using the fact that S, is invertible, conclude A = lim; gt~ (T} — I) exists

in L(X) and that

A:l(TE—I)Se‘l.
€

5. Now show using the semigroup property and step 4. that %Tt = AT, for
all ¢ > 0.

6. Using step 5, show %e_tATt = 0 for all £ > 0 and therefore e *4T}, =
e 0Ty = I
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Exercise 37.36 (Higher Order ODE). Let X be a Banach space, , U C,
X™and f € C(J xU,X) be a Locally Lipschitz function in x = (z1,...,2y).
Show the n'" ordinary differential equation,

y™M () = f(ty(0),9(), ...y (@)

with 3 (0) = ¢ for k=0,1,2...,n—1 (37.59)
where (39, ... ,ygfl) is given in U, has a unique solution for small ¢t € J.
Hint: let y(t) = (y(),9(t),...y™ Y (t)) and rewrite Eq. (37.59) as a first
order ODE of the form

y(t) = Z(t,y(1)) with y(0) = (40,95 ")-
Exercise 37.37. Use the results of Exercises 37.33 and 37.36 to solve
§(t) — 29(t) + y(¢) = 0 with y(0) = a and y(0) = b.

Hint: The 2 x 2 matrix associated to this system, A, has only one eigenvalue
1 and may be written as A = I + B where B? = 0.

Exercise 37.38. Suppose that A : R — L(X) is a continuous function and
U,V :R — L(X) are the unique solution to the linear differential equations

V(t) = AtV (t) with V(0) =T (37.60)

and .

U(t) = -U(t)A(t) with U(0) = I. (37.61)
Prove that V(t) is invertible and that V~1(t) = U(t). Hint: 1) show
L1U(t)V(t)] = 0 (which is sufficient if dim(X) < oo) and 2) show com-
pute y(t) := V(¢)U(t) solves a linear differential ordinary differential equation
that has y = 0 as an obvious solution. Then use the uniqueness of solutions
to ODEs. (The fact that U(¢) must be defined as in Eq. (37.61) is the content
of Exercise 19.32 in the analysis notes.)

Exercise 37.39 (Duhamel’ s Principle I). Suppose that A: R — L(X) is
a continuous function and V : R — L(X) is the unique solution to the linear
differential equation in Eq. (37.60). Let x € X and h € C(R, X) be given.
Show that the unique solution to the differential equation:

y(t) = A(t)y(t) + h(t) with y(0) =z (37.62)
is given by .
y(t) =V (t)z + V(t) /O V(r)"th(r)dr. (37.63)

Hint: compute <[V ~1()y(t)] when y solves Eq. (37.62).
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Exercise 37.40 (Duhamel’ s Principle II). Suppose that A : R — L(X)
is a continuous function and V' : R — L(X) is the unique solution to the linear
differential equation in Eq. (37.60). Let Wy € L(X) and H € C(R, L(X)) be
given. Show that the unique solution to the differential equation:

W(t) = A(t)W (t) + H(t) with W (0) = W, (37.64)

is given by

W(t) = V(O Wo + V(1) / Vo) () dr (37.65)

Exercise 37.41 (Non-Homogeneous ODE). Suppose that U C, X is
open and Z : R x U — X is a continuous function. Let J = (a,b) be an
interval and ¢ty € J. Suppose that y € C*(J,U) is a solution to the “non-
homogeneous” differential equation:

y(t) = Z(t,y(t)) with y(t,) =z € U. (37.66)

Define Y € CH(J —tg, Rx U) by Y (¢) := (t+to,y(t+1t9)). Show that Y solves
the “homogeneous” differential equation

Y (t) = A(Y (t)) with Y (0) = (o, y0), (37.67)

where A(t,z) := (1, Z(x)). Conversely, suppose that ¥ € C1(J — to,R x U)
is a solution to Eq. (37.67). Show that Y (t) = (¢t + to,y(t + to)) for some y €
CL(J,U) satisfying Eq. (37.66). (In this way the theory of non-homogeneous
ode’s may be reduced to the theory of homogeneous ode’s.)

Exercise 37.42 (Differential Equations with Parameters). Let W be
another Banach space, U x V C, X x W and Z € C(U x V, X) be a locally
Lipschitz function on U x V. For each (z,w) € U xV, let t € J, ,, — ¢(t, 2, w)
denote the maximal solution to the ODE

y(t) = Z(y(t), w) with y(0) = . (37.68)

Prove
D:={(t,z,w) eERxUxV:teJyu} (37.69)

isopen in R x U x V and ¢ and gZ) are continuous functions on D.
Hint: If y(¢) solves the differential equation in (37.68), then v(t) :=
(y(t),w) solves the differential equation,

o(t) = A(v(t)) with v(0) = (z,w), (37.70)

where A(z,w) := (Z(z,w),0) € X xW and let ¥(t, (z,w)) := v(t). Now apply
the Theorem 6.21 to the differential equation (37.70).
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Exercise 37.43 (Abstract Wave Equation). For A € L(X) and ¢t € R, let

cos(tA)

thAQn nd

Mg

o0
sin(t Z 1)+l t2n+1 A2n
fwrd (2n +

Show that the unique solution y € C? (R, X) to
§j(t) + A%y(t) = 0 with y(0) = yo and §(0) = o € X (37.71)

is given by
sin(tA) .

A Yo-
Remark 37.44. Exercise 37.43 can be done by direct verification. Alternatively
and more instructively, rewrite Eq. (37.71) as a first order ODE using Exercise
37.36. In doing so you will be lead to compute e!® where B € L(X x X) is

given by
0 I
()

where we are writing elements of X x X as column vectors, (il ) . You should
2

y(t) = cos(tA)yo +

then show o
B _ [ cos(tA) %2)
—Asin(tA) cos(tA)
where

St 2n+1
Asin(tA) Z 72 :_1) 2t A2(n 1)

Exercise 37.45 (Duhamel’s Principle for the Abstract Wave Equa-
tion). Continue the notation in Exercise 37.43, but now consider the ODE,

§(t) + A%y(t) = f(t) with y(0) = yo and §(0) = go € X (37.72)

where f € C(R, X). Show the unique solution to Eq. (37.72) is given by

y(t) = cos(tA)yo + SinfiA)yo+ /0 M f(r)dr (37.73)

Hint: Again this could be proved by direct calculation. However it is more
instructive to deduce Eq. (37.73) from Exercise 37.39 and the comments in
Remark 37.44.

Exercise 37.46. Number 3 on p. 163 of Evans.
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Fully nonlinear first order PDE

In this section let U C, R™ be an open subset of R” and (x,z,p) € U x R™ x
R — F(x,z,p) € R be a C? — function. Actually to simplify notation let us
suppose U =R"™. We are now looking for a solution u : R” — R to the fully
non-linear PDE,

F(z,u(x), Vu(z)) = 0. (38.1)

As above, we “reduce” the problem to solving ODE’s. To see how this might
be done, suppose u solves (38.1) and x(s) is a curve in R™ and let

z(s) = u(z(s)) and p(s) = Vu(z(s)).
Then

2'(s) = Vu( (5)) - 2'(s) = p(s) - 2'(s) and (38.2)

We would now like to find an equation for z(s) which along with the above
system of equations would form and ODE for (x(s), z(s),p(s)). The term,
Oy (s) Vu(z(s)), which involves two derivative of u is problematic and we would
like to replace it by something involving only Vu and u. In order to get the
desired relation, differentiate Eq. (38.1) in z in the direction v to find

0=F, v+ F,0u+F, - 0,Vu=F,-v+ F.0,u+ F, - VOyu
=F,-v+F. Vu-v+ (0r,Vu) -v

wherein we have used the fact that mixed partial derivative commute. This
equation is equivalent to

OF, VUl(z,u(z),Vu(z) = —(Fe + F. Vu)|(2,u(z), Vu())- (38.4)

By requiring x(s) to solve 2’ (s) = F,(z(s), 2(s), p(s)), we find, using Eq. (38.4)
and Eqgs. (38.2) and (38.3) that (x(s),z(s),p(s)) solves the characteristic
equations,
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a'(s) = Fp(x(s), 2(5), p(s))
2 (s) = p(s) - Fp(x(s), 2(s),p(s))
P'(s) = =Fu(x(s), 2(5),p(s)) = Fz(x(s), 2(s), p(s))p(5)-

We will in the future simply abbreviate these equations by
7 =p-F, (38.5)

The above considerations have proved the following Lemma.

Lemma 38.1. Let

A(:Ea Z7p) = (Fp(x7 Z7p)ap : Fp(xa Z7p)a —Fa;(.T, Z7p) - Fz(x7 Z7p)p) )
mi(x, z,p) = x and ma(z, z,p) = 2.

If u solves Eq. (38.1) and xy € U, then

e (o, u(z0), Vu(xo)) = (2(s), u(x(s)), Vu(x(s))) and
u(z(s)) = my 0 e (o, u(zo), Vu(zo)) (38.6)

where x(s) = 1 0 e (x0, u(x0), Vu(z))-

We now want to use Eq. (38.6) to produce solutions to Eq. (38.1). As in
the quasi-linear case we will suppose ¥ : U C, R"™! — R" is a surface,
X(0) = o, DX(y) is injective for all y € U and up : ¥ — R is given. We wish
to solve Eq. (38.1) for u with the added condition that w(X(y)) = uo(y). In
order to make use of Eq. (38.6) to do this, we first need to be able to find
Vu(X(y)). The idea is to use Eq. (38.1) to determine Vu(X(y)) as a function
of X(y) and ug(y) and for this we will invoke the implicit function theorem. If
u is a function such that u(X(y)) = uo(y) for y near 0 and py = Vu(x) then

Dyup(0) = Dyu(X(y))|y=0 = Vu(xo) - X' (0)v = po - X'(0)v.

Notation 38.2 Let Vxug(y) denote the unique vector in R™ which is tan-
gential to X at X(y) and such that

Dyuo(y) = Vsuo(y) - X' (0)v for all v € R"™1.

Theorem 38.3. Let F: R® x R xR" — R be a C? function, 0 € U C, R* !,
2
Y:UcC,R! CLR" be an embedded submanifold, (xo, z0,p0) € X x RxR™
1
such that F(xo,z0,p0) = 0 and o = X(0), up : X C R such that uo(xzo) =

20, (y) be a normal vector to X at y. Further assume

1. 9yup(0) = po - X'(0)v = pg - 9, X(0) for all v € R*~L.
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2. Fp(.’Eo,yo, Zo) . 11(0) 7é 0.

Then there exists a neighborhood V.C R™ of x¢ and a C%-functionu : V —
R such that uo X = ug near 0 and Eq. (38.1) holds for all x € V.

Proof. Step 1. There exist a neighborhood Uy C U and a function py :
Uy — R™ such that

Po(y)*™ = Vzuo(y) and F(X(y), u(X((y)),po(y)) =0 (38.7)

for all y € Uy, where po(y)*™ is component of pg(y) tangential to X. This is

Fig. 38.1. Decomposing p into its normal and tangential components.

an exercise in the implicit function theorem.
Choose ag € R such that Vsug(0) + aon(0) = po and define

flayy) == F(X(y),u0(y), Vzuo(y) + an(y)).

Then

%(a, 0) = Fp(xo, 20, Vzuo(0) + an(0)) - n(0) # 0,

so by the implicit function theorem there exists 0 € Uy C U and « : Uy — R
such that f(a(y),y) =0 for all y € Uy. Now define

po(y) := Vxug(y) + a(y)n(y) for y € Uy.

To simplify notation in the future we will from now on write U for Uj.
Step 2. Suppose (z, z, p) is a solution to (38.5) such that F(x(0), z(0),p(0)) =
0 then
F(z(s),2(s),p(s)) =0forall t € J (38.8)

because
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iF(ﬂc(s)7 2(s),p(s)) =Fy -2’ + F.2' + F, - pf

ds
=F,-F,+F,(p-F,)—F,-(F, +F.,p)=0. (38.9)

Step 3. (Notation). For y € U let

(X(s,9), Z(s,y), P(s,y)) = eSA(E(y)v uo(y), po(v)),
ie. X(s,y), Z(s,y) and P(s,y) solve the coupled system of O.D.E.’s:
X' = F, with X(0,y) = X(y)
Z' = P F, with Z(0,y) = uo(y)
P’ =F, — F.P with P(0,y) = po(y). (38.10)
With this notation Eq. (38.8) becomes
F(X(s,y),Z(s,y),P(s,y)) =0 for all t € J. (38.11)

Step 4. There exists a neighborhood 0 € Uy C U and 0 € J C R such that
X : Jx Uy — R" is a C* diffeomorphism onto an open set V := X (J x Up) C
R"™ with 2o € V. Indeed, X (0,y) = X(y) so that Dy, X (0,y)|y=0 = X’(0) and
hence

DX(0,0)(a,v) = 88—)8((0, 0)a + X' (0)v = F,(xo, 20, p0)a + X' (0)v.

By the assumptions, Fj,(zo,z20,p0) ¢ Ran X’(0) and X’(0) is injective, it
follows that DX(0,0) is invertible So the assertion is a consequence of the
inverse function theorem.
Step 5. Define
u(z) == Z(X (z)),

then u is the desired solution. To prove this first notice that w is uniquely
characterized by

w(X (s,y)) = Z(s,y) for all (s,y) € Jy x Up.

Because of Step 2., to finish the proof it suffices to show Vu(X (s, y)) = P(s,y).
Step 6. Vu(X(s,y)) = P(s,y). From Eq. (38.10),

zlxzpjgzzzémm:vmm_v (38.12)

which shows
[P—Vu(X)]-X'=0.

So to finish the proof it suffices to show

[P — Vu(X)] - 8,X =0
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for all v € R™~! or equivalently that
P(s,y) - 0,X = Vu(z) - 0,X = dpu(X) = 0,Z (38.13)

for all v € R*1.
To prove Eq. (38.13), fix a y and let

T(S) = P(Sv y) ' aUX(Sa y) - aUZ(Sa y)
Then using Eq. (38.10),

P =P - 0,X +P-0,X — 0,7
= (=F, — F.P)-0,X + P-0,F, — 8,(P - F)
= (=F, — F.P)-9,X — (0,P) - . (38.14)

Further, differentiating Eq. (38.11) in y implies for all v € R"~! that
Fy-0,X 4+ F.0,Z+ F,-0,P =0. (38.15)
Adding Eqgs. (38.14) and (38.15) then shows
r'=—-F,P-0,X +F, 0,7 = —F,r

which implies
r(s) = ¢~ J§ FCOZP)ewie ().

This shows 7 = 0 because po(y)T = (Vsuo) (X(y)) and hence

(
7(0) = po(y) - 0uX(y) — Opuo(X(y))
[Po(y) - VZUO(E(y))] -0,X(y) = 0.

Ezample 88.4 (Quasi-Linear Case Revisited). Let us consider the quasi-linear
PDE in Eq. (37.39),

Az, 2) - Vyu(z) — c(z,u(x)) = 0. (38.16)

in light of Theorem 38.3. This may be written in the form of Eq. (38.1) by
setting
F(ZE,Z,p) = A(.’L‘, Z) P C(LL', Z)

The characteristic equations (38.5) for this F' are
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Recalling that p(s) = Vu(s, z), the z equation above may expressed, by using
Eq. (38.16) as
Z=p-A=c

Therefore the equations for (z(s), z(s)) may be written as
2'(s) = A(z,z) and 2’ = ¢(z, 2)

and these equations may be solved without regard for the p — equation. This
is what makes the quasi-linear PDE simpler than the fully non-linear PDE.

38.1 An Introduction to Hamilton Jacobi Equations

A Hamilton Jacobi Equation is a first order PDE of the form

%(t, x)+ H(z,V,S(t,z)) = 0 with S(0,z) = g(x) (38.17)

where H : R" x R® — R and g : R® — R are given functions. In this section
we are going to study the connections of this equation to the Euler Lagrange
equations of classical mechanics.

38.1.1 Solving the Hamilton Jacobi Equation (38.17) by
characteristics

Now let us solve the Hamilton Jacobi Equation (38.17) using the method of
characteristics. In order to do this let

oS
(p()ap) = (Eavxs(ta .’E)) and F(tvxaz’p) ‘= Po + H(va)~

Then Eq. (38.17) becomes

oS

= F —_—
0 (t,z, S, 5

,V29).

Hence the characteristic equations are given by

%(t(s),x(s)) = Fpop) = (1, VpH(2(s),p(s))

%(p%p)(s) = _F(t,x) - Fz(p07p) = _F(t,:c) = (05 —VIH(LE(S),;D(S)))
and
() = (P, P) * Fipo,p) = Po(s) +p(s) - VpH (2(s), p(s))-

Solving the ¢ equation with ¢(0) = 0 gives t = s and so we identify ¢ and s
and our equations become
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(t) =V, H(x(t),p(t) (319
§(0) = ~VH (a(0), p(1) (3819
& | 50| = Zom( =0 and
D1s,20)] = L2t) = 2 1,2(0) + p(0)- Y, H (1), p(1)

—H(x(t),p(t) + p(t) - Vp H(x(t), p(t)).
Hence we have proved the following proposition.

Proposition 38.5. If S solves the Hamilton Jacobi Equation Fq. 38.17 and
(x(t),p(t)) are solutions to the Hamilton Equations (38.18) and (38.19) (see
also Eq. (88.29) below) with p(0) = (V,g) (z(0)) then

S(T,2(T)) = g(x(0)) +/0 [p(t) - VpH (2(t),p(t)) — H(2(t),p(t))] dt.

In particular if (T,z) € R x R™ then

T
S(T,x) :g($(0))+/0 [p(t) - VpH (x(t), p(t)) — H(x(t),p(t))] dt.  (38.20)

provided (z,p) is a solution to Hamilton Equations (38.18) and (58.19) sat-
isfying the boundary condition x(T) = x and p(0) = (V4g) (z(0)).

Remark 38.6. Let X (¢, z0,p0) = x(t) and P(t,zo,po) = p(t) where (z(t), p(t))
satisfies Hamilton Equations (38.18) and (38.19) with (x(0),p(0)) = (zo, po)
and let ¥ (¢, z) := (¢, X (¢,z, Vg(z)). Then ¥(0,z) = (0,z) so

0,%(0,0) = (0,v) and 9;¥(0,0) = (1,V,H(z,Vg(x)))

from which it follows that ¥’(0,0) is invertible. Therefore given a € R", the
exists € > 0 such that ¥~1(¢,z) is well defined for [t| < € and |z — a| < e
Writing ¥~1(T,z) = (T, 2o(T,x)) we then have that

(x(t)ap(t)) = (X(t’ :CU(Tr IL‘), vy(xU(Tr IL‘)), P(t’ Lo, vQ(IU(Tz IL‘)))
solves Hamilton Equations (38.18) and (38.19) satisfies the boundary condi-
tion z(T) = z and p(0) = (V.,g) ((0)).
38.1.2 The connection with the Euler Lagrange Equations

Our next goal is to express the solution S(T,z) in Eq. (38.20) solely in terms
of the path «(¢). For this we digress a bit to Lagrangian mechanics and the
notion of the “classical action.”
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Definition 38.7. Let T > 0, L : R™ x R® — R be a smooth “Lagrangian”
and g : R™ — R be a smooth function. The g — weighted action I%.(q) of a
function q € C%([0,T],R") is defined to be

17(q) =g(q(0))+/0 L(q(t),(t))dt.

When g = 0 we will simply write It for Iy .
We are now going to study the function S(T, z) of “least action,”

S(T, z) := inf {I{(q) : ¢ € C*([0,T)) with ¢(T) = z} (38.21)

= inf {g(q(O)) +/0 L(q(t),q(t))dt : ¢ € C*([0,T]) with ¢(T) = x} )

The next proposition records the differential of I7(q).

Proposition 38.8. Let L € C°(R™ x R™,R) be a smooth Lagrangian, then
for g € C*([0,T],R"™) and h € C*([0,T],R")

DI (q)h = [(Vg(q) — D2L(q,q)) - hl,— + [D2L(q, q) - h],_r

T
+/0 (D1L(q,q) — %DQL(q,q))h dt (38.22)

Proof. By differentiating past the integral,
d Ta , .
Onlr(q) = E\OIT(Q + sh) = E\OL(Q(” + sh(t), 4(t) + sh(t))dt
0

T
_ /O (D1L(g, @)h + D2 L(g, @)h)dt
T

T
) d ) )
= / (D1L(q,q) — EDQL(Q»Q))h dt + D2L(q, ¢)h .
0

This completes the proof since I¥.(q) = g(q(0)) + Ir(q) and 9y [g(q(0))] =
Vg(q(0)) - h(0). =
Definition 38.9. A function q € C?([0,T],R") is said to solve the Euler

Lagrange equation for L if q solves

DiL(g,d) ~ S 1D2L(a )] = 0. (3523

This is equivalently to q satisfying DIr(q)h = 0 for all h € C*([0,T],R™)
which vanish on 0[0,T] = {0,T}.

Let us note that the Euler Lagrange equations may be written as:

D1 L(q,q) = D1D2L(q,4)4 + D3L(q,4)d.
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Corollary 38.10. Any minimizer q (or more generally critical point) of I%.(-)
must satisfy the Euler Lagrange Eq. (38.23) with the boundary conditions

q(T) =z and Vg(q(0)) = V4L(q(0), q(0)) = D2L(q(0),¢(0)).  (38.24)

Proof. The corollary is a consequence Proposition 38.8 and the first deriv-
ative test which implies DI%(q)h = 0 for all h € C([0,7],R™) such that
MT)=0. m

Ezample 38.11. Let U € C*(R",R), m > 0 and L(q,v) = %m\vﬁ - U(g).
Then
Dy L(q,v) = —=VU(q) and D2L(q,v) = mv
and the Euler Lagrange equations become
—VU(q) = 4 [md] = mg
q) = dt q] = mq
which are Newton’s equations of motion for a particle of mass m subject to a
force —VU. In particular if U = 0, then ¢(t) = ¢(0) + t¢(0).

The following assumption on L will be assumed for the rest of this section.

Assumption 1 We assume [D3L(q,v)] ~* eaists for all (q,v) € R" xR" and
v — Do L(q,v) is invertible for all geR™.

Notation 38.12 For g,p € R" let

V(g p) == [D2L(q,)] " (). (38.25)
Equivalently, V(q,p) is the unique element of R™ such that
DyL(q,V(q,p)) = p- (38.26)

Remark 38.13. The function V' : R™ x R — R" is smooth in (g,p). This
is a consequence of the implicit function theorem applied to ¥(q,v) :=

(qa DQL(q7 U))
Under Assumption 1, Eq. (38.23) may be written as
i=F(q,q) (38.27)

where
F(q,4) = D3L(q,4)"*{D1L(q,9) — D(D2L(q,4)q}-

Definition 38.14 (Legendre Transform). Let L € C*°(R™ x R™,R) be a
function satisfying Assumption 1. The Legendre transform L* € C*°(R™ x
R™ R) is defined by

L*(z,p) :==p-v— L(z,v) where p =V, L(x,v),

- L*(2,p) = p- V(.p) — L(z, V(z,p)). (38.28)
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Proposition 38.15. Let H(z,p) := L*(z,p), ¢ € C*([0,T],R") and p(t) :=
Lu(q().4(t)). Then

1. H € C*R" x R",R) and
H,(z,p) = —Ly(z,V(z,p)) and Hy(x,p) = V(z,p)..

2. H satisfies Assumption 1 and H* = L, i.e. (L*)" = L.
3. The path q € C*([0,T],R™) solves the Euler Lagrange Eq. (38.23) then
(q(t),p(t)) satisfies Hamilton’s Equations:

q(t) = Hp(q(t), p(t))
p(t) = —Hz(q(t), p(t)). (38.29)

4. Conversely if (q,p) solves Hamilton’s equations (38.29) then q solves the
Euler Lagrange Eq. (38.23) and

d

S H(a(t),p(t)) = 0. (38.30)

Proof. The smoothness of H follows by Remark 38.13.
1. Using Eq. (38.28) and Eq. (38.26)

Hy(z,p) =p- Vi(z,p) — Lo(z,V(2,p)) — Lo(z, V(2,p))Va(2,p)
=p- V(LL' p) La:( V<x7p))_p'va:(xvp)
= —L;(z,V(z,p)).

and similarly,
Hp<x7p) :V(xvp)+p"/;li( ,p)—Lv(ac,V(a?,p))Vp(x,p)

2. Since Hp(x,p) = V(z,p) = [Lo(z,-)] " (p) and by Remark 38.13, p —
V (z,p) is smooth with a smooth inverse L, (z, -), it follows that H satisfies
Assumption 1. Letting p = L,(x,v) in Eq. (38.28) shows

H(:Bv Lv(xa 'U)) = Lv(:L', U) : V(LE, Lv(xa 2))) - L(:L', V(.’IZ, Lv(:L', U)))
= Ly(z,v) -v— L(z,v)

and using this and the definition of H* we find

H*(w,v) = v [Hy(z,)] " (v) = H(x, [Hy(z,)] " (v))
=v-Ly(x,v) — H(x, L,(z,v)) = L(z,v).
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3. Now suppose that ¢ solves the Euler Lagrange Eq. (38.23) and p(t) =
Ly(q(t),4(t)), then

b= S Lul0,d) = Lola:d) = Lo(a V(ap)) = ~Hy0.p)

and )
q=[Lu(q,")] (p) = V(a:p) = Hy(q, ).
4. Conversely if (g, p) solves Eq. (38.29), then
q=Hy(g.p) = V(q,p).

Therefore
Ly(q,4) = Lo(q,V(g,p)) = p

and p
%Lv((b q) =p=—Hy(q,p) = Le(q,V(q,p)) = Ly(q,4)-

Equation (38.30) is easily verified as well:

& H(q.) = Hyla.p) -0+ Hylap) 5
= Hy(q,p) - Hy(q,p) — Hy(q,p) - Hy(q,p) = 0.
| ]

Ezample 38.16. Letting L(q,v) = %m |11|2 —U(q) as in Example 38.11, L sat-
isfies Assumption 1,

V(z,p) = [VoL(z,)] " (p) = p/m

H(op) = L' (@p) =p+ 2 — Lia.p/m) = 5 ol + U0

which is the conserved energy for this classical mechanical system. Hamilton’s
equations for this system are,

Gg=p/m and p=-VU(q).

Notation 38.17 Let ¢4(x,v) = q(t) where q is the unique mazimal solution
to Eq. (88.27) (or equivalently 38.23)) with q(0) = z and ¢(0) = v.

Theorem 38.18. Suppose L € C®(R"™ x R™ R) satisfies Assumption 1 and
let H = L* denote the Legendre transform of L. Assume there exists an open
interval J C R with 0 € J and U C, R™ such that there exists a smooth
function xo : J x U — R" such that

or(xo(T,x), V(xo(T,x), Vg(xo(T, x))) = . (38.31)

Let
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0z, 7(t) = @e(xo(T, ), V(xo(T, z), Vg(zo(T, x))) (38.32)

so that g1 solves the Euler Lagrange equations, ¢z r(T) = z, ¢z r(0) =
zo(T,z) and ¢z 1(0) = V(zo(T, ), Vg(xo(T,z)) or equivalently

avL(Qx,T(O)a (jx,T (0)) = Vg(.’l?o (Tv £E))

Then the function

S(T,x) = I(qu,T) :g(Qw,T(O))+/O L(qe1(t), o7 (t))dt. (38.33)

solves the Hamilton Jacobi Equation (38.17).

Conjecture 38.19. For general g and L convex in v, the function

S(t,x) = {g(q(o))+/0 Llg(7),q(r))dr : q(t) = =}

inf
qeC?([0,t],R™)
is a distributional solution to the Hamilton Jacobi Equation Eq. 38.17. See
Evans to learn more about this conjecture.

Proof. We will give two proofs of this Theorem.
First Proof. One need only observe that the theorem is a consequence of
Definition 38.14 and Proposition 38.15 and 38.5.
Second Direct Proof. By the fundamental theorem of calculus and dif-
ferentiating past the integral,
0S(T, x)

) — Tg(an(T, ) - ol

T
N /O %L<qx,T(t),qx,T(t>))dt

Ta .’E) + L(qm,T(T)a (jx,T (T))

= Vg(ao(T, ) - -Lao(T,2) + Ligor(T), dor(T))

oT
+ DIp( ) 9
7\qz,T aTQa:,T
. 0]
= Lanr (D) dosr(T) + DI 0o | ] - (3530

Using Proposition 38.8 and the fact that ¢, r satisfies the Euler Lagrange
equations and the boundary conditions in Corollary 38.10 we find

DIfa.1) | gptarr| = (DeLlaar(®ier ) grane®)) | (535

Furthermore differentiating the identity, ¢, (1) = z, in T implies

d d . d
— Qo7 (1) = Gor(T) + == 7()|t=1 (38.36)

O=39r*=ar dT
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Combining Eqs. (38.34) — (38.36) gives

aSéTT, z) _ L(z,Gz.1(T))) = Do L(2, Go,7(T) ) o, (T). (38.37)

Similarly for v € R",

BUS(T, :L’) = aiJ%(Qm,T) = DI%((QI:,T)) [aquz,T]
= DQL(Qx,T(T)a qgc,T(T))aUQJc,T(T) = DQL(‘Tz qgc,T(T))U

wherein the last equality we have use ¢, 7 (T) = z. This last equation is
equivalent to
DQL(ZE, qqz,T(T)) = VIS(T,IE)

from which it follows that
Gor(T) =V (2, V,S(T,z)). (38.38)
Combining Egs. (38.37) and (38.38) and the definition of H, shows

0S(T, x)
oT

L(.’E, V(LL', VwS(Ta LL‘))) - DQL(.’E, Q:v,T<T))V(x7 VCES(T’ :C))
—H(x,V,S(T,x)).

Remark 38.20. The hypothesis of Theorem 38.18 may always be satisfied lo-
cally, for let 9 : R x R™ — R X R™ be given by 1(t,y) := (¢, ¢:(y, V(y, Vg(v)).
Then ¢(0,y) := (0,y) and so

Zb(o’y) = (17 *) and wy(()?y) = idR”

from which it follows that ¢’(0,y)"" exists for all y € R"™. So the inverse
function theorem guarantees for each a € R™ that there exists an open interval
JCRwith0 € Jand a € U C, R"® and a smooth function zg : J x U — R"
such that

U(T, 2o(T,x)) = (T, 2o(T,x)) for T € J and z € U,
ie.
o1 (zo(T, x), V(zo(T, x), Vg(zo(T, ))) = .
38.2 Geometric meaning of the Legendre Transform

Let V be a finite dimensional real vector space and f : V — R be a strictly
convex function. Then the function f* : V* — R defined by
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fH(e) = sup (a(v) = f(v)) (38.39)
is called the Legendre transform of f. Now suppose the supremum on the
right side of Eq. (38.39) is obtained at a point v € V, see Figure 38.2 below.
Eq. (38.39) may be rewritten as f*(a) > «a(-) — f(-) with equality at v or
equivalently that

—f"(a) + a() < f(-) with equality at some point v € V.

Geometrically, the graph of « € V* defines a hyperplane which if translate
by —f*(«) just touches the graph of f at one point, say v, see Figure 38.2.
At the point of contact, v, @ and f must have the same tangent plane and

R

v

Fig. 38.2. Legendre Transform of f.

since « is linear this means that f’(v) = a. Therefore the Legendre transform
f*:V* = Rof f may be given explicitly by

F*(a) = a(v) — f(v) with v such that f'(v) = a.
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Cauchy — Kovalevskaya Theorem

As a warm up we will start with the corresponding result for ordinary differ-
ential equations.

Theorem 39.1 (ODE Version of Cauchy — Kovalevskaya, 1.). Suppose
a>0and f:(—a,a)— R is real analytic near 0 and u(t) is the unique solution
to the ODE

u(t) = f(u(t)) with u(0) = 0. (39.1)

Then w is also real analytic near 0.

We will give four proofs. However it is the last proof that the reader should
focus on for understanding the PDE version of Theorem 39.1.

Proof. (First Proof.)If f(0) = 0, then u(t) = 0 for all ¢ is the unique
solution to Eq. (39.1) which is clearly analytic. So we may now assume that
f(0) #0. Let G(2) == [, ﬁdu, another real analytic function near 0. Then

as usual we have
d 1

—G(u(t)) =
a0 = )
and hence G(u(t)) = t. We then have u(t) = G~1(t) which is real analytic
near t = 0 since G'(0) = ﬁ #0. m
Proof. (Second Proof.) For z € C let u,(t) denote the solution to the
ODE

a(t) =1

Uy (t) = zf(uy(t)) with u,(0) = 0. (39.2)

Notice that if u(t) is analytic, then t — w(tz) satisfies the same equation as
uy. Since G(z,u) = zf(u) is holomorphic in z and wu, it follows that u, in Eq.
(39.2) depends holomorphically on z as can be seen by showing d,u, = 0, i.e.
showing z — w, satisfies the Cauchy Riemann equations. Therefore if € > 0 is
chosen small enough such that Eq. (39.2) has a solution for [¢t| < € and |z| < 2,
then

u(t) = wi(t) = Y —0%u ()] oco. (39.3)



834 39 Cauchy — Kovalevskaya Theorem
Now when z € R, u,(t) = u(tz) and therefore
O (1) |a—0 = O"u(tz)] =0 = u™ (0)¢".

Putting this back in Eq. (39.3) shows
n=Y
= nl

which shows u(t) is analytic for ¢ near 0. m

Proof. (Third Proof.) Go back to the original proof of existence of so-
lutions, but now replace ¢t by z € C and fot (7))dr by [ f(u(é))dE =
fo u(tz))zdt. Then the usual Picard iterates proof work in the class of holo-
morphlc functlons to give a holomorphic function u(z) solving Eq. (39.1). =

Proof. (Fourth Proof: Method of Majorants) Suppose for the moment we
have an analytic solution to Eq. (39.1). Then by repeatedly differentiating Eq.
(39.1) we learn

i(t) = f/(ut))a(t) = f (ult)) f(u(t))
u®(t) = f" () f2(ult) + [ ()] flult)

a(8) = po (F®)).- .. SO0 ()
where p,, is a polynomial in n variables with all non-negative integer coeffi-
cients. The first few polynomials are py(z) = z, p2(x,y) = zy, p3(z,y,2) =

222 + zy?. Notice that these polynomials are universal, i.e. are independent
of the function f and

W) = |pn (f(O) e JO)]
<1 (IFO) - [£7790)]) < pa (900),...9"(0))

where ¢ is any analytic function such that |f(k)(0)| < g™®)(0) for all k € Z,.
(We will abbreviate this last condition as f < g.) Now suppose that v(t) is a
solution to

0(t) = g(v(t)) with v(0) =0, (39.4)

then we know from above that
”(n)(o) = Pn (Q(O)w-wg(nfl)( ) > ’ (n) ‘ for all n.

Hence if knew that v were analytic with radius of convergence larger that
some p > 0, then by comparison we would find
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n=0

=1
p" < Z EU(”)(O)p” < o0
n=0

and this would show

u(t) := 3" =pu (£(0),-, £ (0)) 87

n=0

is a well defined analytic function for |t| < p.

I now claim that u(t) solves Eq. (39.1). Indeed, both sides of Eq. (39.1) are
analytic in ¢, so it suffices to show the derivatives of each side of Eq. (39.1)
agree at t = 0. For example u(0) = f(0), 4(0) = %|0f(u(t)), etc. However
this is the case by the very definition of u(™)(0) for all n.

So to finish the proof, it suffices to find an analytic function g such that
}f(k) 0)] < g™ (0) for all k € Z, and for which we know the solution to Eq.
(39.4) is analytic about ¢ = 0. To this end, suppose that the power series
expansion for f(t) at t = 0 has radius of convergence larger than r > 0, then
S0 o 2™ (0)r™ is convergent and in particular,
< 00

1
C := max —'f(”) (0)r™
n |n!

from which we conclude

1 n —-n
L ><0>' <o,

max
Let
> 1 T
=) Crr™u"=C = .
9(w) 7;) ro 1—u/r r—u

Then clearly f < g. To conclude the proof, we will explicitly solve Eq. (39.4)
with this function g(t),

o(t) = with v(0) = 0.

r
c——

r—uo(t)
By the usual separation of variables methods we find rv(t) — 3v2(t) = Crt,
ie.

2Crt — 2rv(t) +v2(t) =0

which has solutions, v(t) = r + v/r2 — 2Crt. We must take the negative sign
to get the correct initial condition, so that

v(t)=r—+r2=2Crt=r—ry/1-2Ct/r (39.5)

which is real analytic for |[t| < p:=7/C. m
Let us now Jazz up this theorem to that case of a system of ordinary
differential equations. For this we will need the following lemma.
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Lemma 39.2. Suppose h : (—a,a)?— R? is real analytic near 0 € (—a,a)?,

then
Cr

h< —————
rT—21— " — 2

for some constants C' and r.

Proof. By definition, there exists p > 0 such that

z) = Zhaza for |z| < p
«

where h, = £0°Rh(0). Taking z = r(1,1,...,1) with r < p implies there exists
C < oo such that |h,|rl*l < C for all o, i.e.

|
|ha| < Crlel < C‘a—!'r’lal.
(6%

This completes the proof since

Sclfre ey 7 B () ooy (2t

n=0 |a|=n

_c 1 B Cr
- 17(21+'1"-+Z¢,) _'I"—Zl_"'_zd
all of which is valid provided |z| := |21 + -+ + |z4| <7. ®

Theorem 39.3 (ODE Version of Cauchy — Kovalevskaya, I1.). Suppose
a>0 and f: (—a,a)— R* be real analytic near 0 € (—a,a)® and u(t) is the
unique solution to the ODE

w(t) = f(u(t)) with w(0) = 0. (39.6)
Then w is also real analytic near 0.

Proof. All but the first proof of Theorem 39.1 may be adapted to the
cover this case. The only proof which perhaps needs a little more comment is
the fourth proof. By Lemma 39.2, we can find C,r > 0 such that

Cr

T—21— " —2g

[i(z) € gj(z) =

for all j. Let v(¢) denote the solution to the ODE,

o(t) = g(v(t) = — G E—y (1,1,...,1) (39.7)

with v(0) = 0. By symmetry, v;(t) = v1(t) =: w(t) for each j so Eq. (39.7)
implies
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Cr  C(r/d)
r—dw(t) (r/d) —w(t)

We have already solved this equation (see Eq. (39.5) with r replaced by r/d)
to find

W(t) = with w(0) = 0.

= r/d—/r2/d —2Crt/d =r/d (1 /1o 20dt/r) . (30.8)

Thus v(t) = w(t)(1,1,...,1) is a real analytic function which is convergent
for |t| < r/(2Cd).

Now suppose that v is a real analytic solution to Eq. (39.6). Then by
repeatedly differentiating Eq. (39.6) we learn

iij(t) = 0i fj(u(t))ii(t) = 9ifj(u(t)) fi(u(t))
ulP () = 0x0: £ (u(t) i ()0 (2) + 05 £ (ult)) i (t)

a0 = (05 ) {0} (39.9)

where p,, is a polynomial with all non-negative integer coefficients. We now
(n) (0) inductively so that

k<n,1§i§d>

define u j

W0 = (50O o {0}

for all n and j and we will attempt to define

i nl (39.10)

To see this sum is convergent we make use of the fact that the polynomials
pr are universal i.e. are independent of the function f;) and have non-negative
coefficients so that by induction

’uE-")m)\ < Pn ({|8“fj(u(0))|}|a|<n ’{ u’('k)<o)’}k<n,1<i<d)

<ro (0500 oo (O}, ) =000

Notice the when n = 0 that |u;(0)] = 0 = v;(0).! Thus we have shown
u < v and so by comparison the sum in Eq. (39.10) is convergent for ¢ near
0. As before u(t) solves Eq. (39.6) since both functions u(t) and f(u(t)) are
analytic functions of ¢ which have common values for all derivatives in ¢ at
t=0. m

k<n,1§i§d>

! The argument shows that UJ(")(O) > 0 for all n. This is also easily seen directly
by induction using Eq. (39.9) with f replaced by g and the fact that 9%g;(0) > 0
for all a.
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39.1 PDE Cauchy Kovalevskaya Theorem

In this section we will consider the following general quasi-linear system of
partial differential equations

Z ao(x, J*1u)0%u(z) + c(z, J¥tu) = 0 (39.11)

lee|=k

where

Ju(z) = (u(x), Du(z), D*u(z),. .., D'u(z))

is the “l — jet” of u. Here u : R™ — R™ and a,(J* 1u, x) is an m x m matrix.
As usual we will want to give boundary data on some hypersurface X C R"™.
Let v denote a smooth vector field along ¥ such that v(z) ¢ T,X (T,X is
the tangent space to X at z) for z € Y. For example we might take v(z)
to be orthogonal to T, X for all x € X. To hope to get a unique solution to
Eq. (39.11) we will further assume there are smooth functions g; on X' for
[=0,...,k—1 and we will require

Dlu(z)(v(z),...,v(x)) = g(z) forz € Tand 1 =0,...,k—1.  (39.12)

Proposition 39.4. Given a smooth function u on a neighborhood of X' satis-
fying Eq. (39.12), we may calculate D'u(z) for x € X and l < k in terms of
the functions g; and there tangential derivatives.

Proof. Let us begin by choosing a coordinate system y on R™ such that
EQD( ) = {yn = 0} and let us extend v to a neighborhood of X' by requiring
ay = 0. To complete the proof, we are going to show by induction on k that
we may compute

<8£> uw(z) for all z € X and |af < k
Y

from Eq. (39.12).
The claim is clear when k& = 1, since u = gg on 2. Now suppose that k = 2
and let v; = v;(y1,. .., Yn—1) such that

- 0
v= Z Via—y in a neighborhood of X.

7

Then
- 690 ou
=(Du)v =vu = E Vlayl 8 + v, n@yn'

i=1 i<n

Since v is not tangential to X' = {y, = 0}, it follows that v, # 0 and hence

du 1 990
. = <91 Zuz ) z. (39.13)

<n



39.1 PDE Cauchy Kovalevskaya Theorem 839

For k = 3, first observe from the equality u = go on X and Eq. (39.13) we may
compute all derivatives of u of the form gy}j on X provided «,, < 1. From Eq.

(39.12) for | = 2, we have

= (D*u) (v,v) = v*u+ Lo.ts.

o%u
—Zja ( )+10tS—Vn8—2+10tS

where l.o.ts. denotes terms involving gaff with a,, < 1. From this result, it

follows that we may compute in terms of derivatives of gg, g1 and go. The
reader is asked to finish the full 1nduct1ve argument of the proof. m

Remark 39.5. The above argument shows that from Eq. (39.12) we may com-
pute L for any a such that a,, < k.

To study Eq. (39.11) in more detail, let us rewrite Eq. (39.11) in the y —
coordinates. Using the product and the chain rule repeatedly Eq. (39.11) may
be written as

Z ba(y, Jkilu)agu(y) + ey, J*¥u) =0 (39.14)
la|=k

where

Ju(y) = (u(y), Du(y), D*u(y), ..., D'u(y)).
We will be especially concerned with the b o,... 0,x) coefficient which can be
determined as follows:

[e3

o\“ 0 Oy, 0 \“
Zaa <%> = Zaa Zﬁyaj@yj = Za (;; 3yn) + l.o.ts.

jal=k lal=k
[eY k
= Z gy (%) (%) + l.o.ts.

where l.0.ts. now denotes terms involving % with a,, < k. From this equation
we learn that '

B P . @ P @
b(070""’07k)(y7 Jk 1U) = Z ta <8_zi:> - Z ta <dyn <%>> .
|a|=k |a|=k

Definition 39.6. We will say that boundary data (X,go,...,gk—1) 18 non-
characteristic for Eq. (39.11) at x € X if

_ _ 0 ¢
b0k T = 3 (e, S u(z)) (dyn (%»

|| =k

is invertible at x.
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Notice that this condition is independent of the choice of coordinate system
y. To see this, for £ € (R™)” let

o© = 3 anle o) (¢ (o))

la|l=k

which is &k — linear form on (R™)*. This form is coordinate independent since
if f is a smooth function such that f(x) =0 and df, = &, then

o) = % Z ao (2, J* () (%) £

" al=k

Noting that
b0,0,....0,) (¥, JF ) = o(dyy)

our non-characteristic condition becomes, o(dy,,) is invertible. Finally dy,, is
the unique element & of (R™)™\ {0} up to scaling such that &|7, s = 0. So the
non-characteristic condition may be written invariantly as o(¢) is invertible
for all (or any) &€ € (R™)" \ {0} such that &|7, x> = 0.

Assuming the given boundary data is non-characteristic, Eq. (39.11) may
be put into “standard form,”

> baly, T )0 u(y) + ey, JF ) = 0 (39.15)
la|=k

with l
0
—z;:gl ony, =0forl<k
Ay,

where b.o,....0,6) (¥, JF~1y) = Id - matrix and

Jhu(y) = (u(y), Du(y), D*u(y), ..., D'u(y)).

By adding new dependent variables and possible a new independent vari-
able for y, one may reduce the problem to solving the system in Eq. (39.20)
below. The resulting theorem may be stated as follows.

Theorem 39.7 (Cauchy Kovalevskaya). Suppose all the coefficients in Eq.
(89.11) are real analytic and the boundary data in Eq. (39.12) are also real
analytic and non-characteristic near some point a € Y. Then there is a unique
real analytic solution to Egs. (89.11) and (89.12). (The boundary data in Eq.
(39.12) is said to be real analytic if there exists coordinates y as above which
are real analytic and the functions v and g; forl =0, ..., k—1 are real analytic
functions in the y — coordinate system.)

Ezxample 39.8. Suppose a,b, C,r are positive constants. We wish to show the
solution to the quasi-linear PDE
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Cr )
we = o by + 1] with w(0,9) =0 (39.16)

is real analytic near (¢,y) = (0,0). To do this we will solve the equation using
the method of characteristics. Let g(y, z) := —C7__ then the characteristic

. r—y—az’
equations are

t' =0 with ¢(0) =0
/ —

y' = —bg(y, z) with y(0) = yo and
2" = g(y,z) with z(0) = 0.
From these equations we see that we may identify ¢ with s and that y+bz = yo.
Thus z(t) = w(t,y(t)) satisfies
Cr
2 =g(yo — bz, z) R vo——
Cr

= ith z(0) = 0.
Tfyo+(b—a)zW1 #(0)

Integrating this equation gives

t 1
Crt :/ (r—yo+ (b—a)z(1)) 2(r)dr = (r —yo) 2z — 3 (a—b) 22
0

:(r—y—bz)z—%(a—b)ZQZ(T—y)z—%(a+b)z2v

ie.
1
§(a+b)z2—(r—y)z+0rt:0.

The quadratic formula gives

w(t,y) = — [0 -9+ VTP 2@t o

and using w(0,y) = 0 we conclude

w(t, y) [(r ) - —y? —2(atb) crt} . (39.17)

T a+tb
Notice the w is real analytic for (¢,y) near (0,0).

In general we could use the method of characteristics and ODE properties
(as in Example 39.8) to show

ur = a(z, u)u, + bz, u) with u(0,z) = g(z)

has local real analytic solutions if a,b and g are real analytic. The method
would also work for the fully non-linear case as well. However, the method of
characteristics fails for systems while the method we will present here works
in this generality.
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Exercise 39.9. Verify w in Eq. (39.17) solves Eq. (39.16).

Solution 39.10 (39.9). Let p:= \/(r —y)2 — 2 (a + b) Crt, then

_ r—y 1
T atb atb a+b”
wg=Cr/p, p=7r—y— (a+bw and

w(t,y) [r—y—pl=

by + 1= — (14 () [l +1= — > a+b(r — ) /o]
Hence
bw, +1 1
wg  (a+b)Cr lpa+b(r=y)]
1
Zm[(r—y—(a‘H})w)a‘i'b(T—y)]
1
=l —y—au)
as desired.

Ezxample 39.11. Now let us solve for
v(t,z) = (111, ...,vm) (t, 1, ..., 2Tp)
where v satisfies

j Cr
Uy = m k
e e DD )

1+

n
1=

m
Z@ivkl with v(0,2) = 0.
1 k=1
By symmetry, v/ = v! =: w(t,y) for all j where y = 21 + --- + x,,. Since
O = wy, the above equations all may be written as

Cr

wy = ——— [mnw, + 1] with w(0,y) = 0.
r—y—muw

Therefore from Example 39.8 with a = m and b = mn, we find

1 2
wlt,y) = s [(r —y) =V =92 —2mn+ 1)077:} . (39.18)

and hence that

v(t, ) =w(t,z1 +---+z,) (1,1,1,...,1) e R™. (39.19)
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39.2 Proof of Theorem 39.7

As is outlined in Evans, Theorem 39.7 may be reduced to the following theo-
rem.

Theorem 39.12. Let (t,z,2z) = (£, %1, ., Tny21,---,2m) € RxR" x R™
and assume (t,z,z) — Bj(t,z,z) € {m xm — matrices} (for j =1,...,n)
and (t,z,z) — c(t,z,z) € R™ are real analytic functions near (0,0,0) €
RXxR" xR™ and x — f(x) € R™ is real analytic near 0 € R™. Then there
exists, in a neighborhood of (t,z) = (0,0) € R x R™, a unique real analytic
solution u(t,x) € R™ to the quasi-linear system

ug(t, ) = ZBj(t,;r, u(t, x))0ju(t, ) + c(t, x, u(t, x)) with uw(0,z) = f(x).

(39.20)

Proof. (Sketch.)

Step 0. By replacing u(t,x) by u(t,z) — f(z), we may assume f = 0. By
letting u™*1(t,2) = t if necessary, we may assume B; and ¢ do not depend
on t. With these reductions we are left to solve

u(t, ) = Z Bj(x,u(t,z))0ju(t, ) + c(z, u(t, z)) with w(0,z) = 0. (39.21)
j=1

Step 1. Let
Cr

r—x1 — =Ty — R — " — Zm

g(z, z) =
where C and r are positive constants such that
(Bj)y, <gand ¢ < g

for all k, 1, j. For this choice of C' and r, let v denote the solution constructed
in Example 39.11 above.

Step 2. By repeatedly differentiating Eq. (39.20), show that if u solves
Eq. (39.20) then 920Fu’(0,0) is a universal polynomial in the derivatives
{8£8§}a 1<), Of the entries of B; and ¢ and u with all coefficients being non-
negative., Use this fact and induction to conclude

020747 (0,0)| < 920fv7(0,0) for all o, k and I.

Step 3. Use the computation in Step 2. to define 929u7(0,0) for all «
and k and then defined

a )k
u(t,x) == Z %k('o’o)tha. (39.22)
" k!
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Because of step 2. and Example 39.11, this series is convergent for (¢,z) suf-
ficiently close to zero.
Step 4. The function u defined in Step 3. solves Eq. (39.20) because both

u(t, ) and ZBj (@, u(t, z))0ju(t, z) + c(z, u(t, x))

are both real analytic functions in (¢,z) each having, by construction, the
same derivatives at (0,0). m

39.3 Examples

Corollary 39.13 (Isothermal Coordinates). Suppose that we are given
a metric ds®> = Edx? + 2Fdxdy + Gdy? on R? such that G/E and F/E
are real analytic near (0,0). Then there exists a complex function u and a
positive function p such that Du(0,0) is invertible and ds* = p\du|2 where
du = uydx + uydy.

Proof. Working out |du|? gives
dul® = |ug|? dz® + 2 Re(uytiy )dedy + u,|* dy?.

Writing u, = Au,, the previous equation becomes
ldul? = Ju|? (d:c2 + 2Re(\)dzdy + |\]? dgﬁ) .

Hence we must have

E :p‘uz|2a F= p|ux|2Re/\ and G :p‘uw|2 |/\‘2

or equivalently
F/E =ReX and G/E = |\]*.

Writing A = a + ib, we find a = F/E and a? + b*> = G/E so that

A= g +i\/G/E — (F/E)? = % (Fii\/GEf F2) .

We make a choice of the sign above, then we are looking for u(z,y) € C such
that vy, = Au,. Letting v = o + 40, the equation u, = Au, may be written as
the system of real equations

ay = Re[(a+1ib) (ap +1i6;)] = acy — bB, and

By =Im[(a+ib) (ay +18s)] = afz + bay

which is equivalent to
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(5),= ) (3)

8), " \va)ls),

So we may apply the Cauchy Kovalevskaya theorem 39.12 with t = y to find a
real analytic solution to this equation with (say) u(z,0) = x, i.e. a(z,0) =«
and f(z,0) = 0. (We could take u(x,0) = f(z) for any real analytic function

f such that f’(0) # 0.) The only thing that remains to check is that Du(0,0)
is invertible. But

_ (Reug Reuy \  [ap ay
Du(0,0) = (Imux Imuy) B (ﬂy By)

_ Qg A0y — b/Ba:
- Be 0Bz + bay

so that
det [Du] = b (a2 + B2) =Im A lug|® .
Thus
det [Du(0,0)] = ImA(0,0) = £1/G/E — (F/E)*|(g,0) # 0
|

Ezxample 39.14. Consider the linear PDE,
Uy = Uy with u(z,0) = f(z) (39.23)

where f(z) =Y 7, ama™ as real analytic function near x = 0 with radius
of convergence p. (So for any r < p, |am,| < Cr~".) Formally the solution to
Eq. (39.23) should be given by

o0

=2 0

n=0

3|»—\

w(x,y)|y=oy"

Now using the PDE (39.23),
8;lu(x7y)|y:0 = agu(%o) = f(n)(w)'
Thus we get

=3 ~ FO @)y (39.24)

By the Cauchy estimates,

nlp
’f(")(ac)’ < _
(p— |z
and so

Iyl
| | n+1

i ‘ F ()

n:O
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which is finite provided |y| < p — |z|, i.e. |z| + |y| < p. This of course makes
sense because we know the solution to Eq. (39.23) is given by

u(@,y) = f(z+y).
Now we can expand Eq. (39.24) out to find

u(z,y) = Zi Z mim—1)...(m—n+ Dapz™ " | y"

n!

n=0 m>n
=Y (m)amxm_"y". (39.25)
m>n>0 "

Since

/_\
\_/

|a zmn n’<C Z ( ) —m m= nyn}

m>n>0

=0y " (lel + ly)™ < oo

m>0

m>n>0

provided |z| + |y| < r. Since r < p was arbitrary, it follows that Eq. (39.25) is
convergent for |z| + |y| < p.

Let us redo this example. By the PDE in Eq. (39.23), 0,'0yu(z,y) =
O t™My(z,y) and hence

o aru(0,0) = fmrm(0).

Written another way
u(0,0) = 1V (0)

and so the power series expansion for v must be given by
f (lel)(
u(z,y) Z y)“. (39.26)

Using f™(0)/m! < Cr~™ we learn

(al) (o o (lah (g Lo
SO e <cZ|f O o i = cZ|f O 5 mt ooy
a lal=m

<Y r (a4 Jy)" = C———— < 0
Py R

if |z| + |y| < r. Since r < p was arbitrary, it follows that the series in Eq.
(39.26) converges for |z| + |y| < p.

Now it is easy to check directly that Eq. (39.26) solves the PDE. However
this is necessary since by construction D%u,(0,0) = D%u,(0,0) for all .. This
implies, because u, and u, are both real analytic, that u, = u,.
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Elliptic ODE






40

A very short introduction to generalized
functions

Let U be an open subset of R™ and
C(U) = UK[[UCOO(K) (40.1)
denote the set of smooth functions on U with compact support in U.

Definition 40.1. A sequence {¢x},o; C D(U) converges to ¢ € D(U), iff
there is a compact set K CC U such that supp(¢r) C K for all k and ¢, — ¢
in C*°(K).

Definition 40.2 (Distributions on U C, R™). A generalized function T on
U Co R™ is a continuous linear functional on D(U), i.e. T : D(U) — C is
linear and limy, oo (T, ¢r) = 0 for all {¢r} C D(U) such that ¢, — 0 in D(U).
Here we have written (T, ) for T(p). We denote the space of generalized
functions by D'(U).

Ezxample 40.3. Here are a couple of examples of distributions.

L. For f € L}, (U) define Ty € D'(U) by (T, ¢) = [, ¢fdmforall ¢ € D(U).
This is called the distribution associated to f.

2. More generally let 1 be a complex measure on U, then (i, ¢) := [;; ¢pdp is
a distribution. For example if z € U, and p = 0, then (d,, ¢) = ¢(z) for

all ¢ € D.

Lemma 40.4. Let aq € C*°(U) and L =3, <,, @0 ~ a m! order linear
differential operator on D(U). Then for f € C™(U) and ¢ € D(U),

(Lf,6) == (TLs,¢) = (T, L' ¢)
where L' is the formal adjoint of L defined by

L'o= > (-1)*0*ang].

lal<m
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Proof. This is simply repeated integration by parts. No boundary terms
arise since ¢ has compact support. m

Definition 40.5 (Multiplication by smooth functions). Suppose that
g€ C®(U) and T € D'(U) then we define gT € D'(U) by

(9T, ¢) = (T’ g¢) for all ¢ € D(U).
It is easily checked that gT is continuous.

Definition 40.6 (Differentiation). For T € D'(U) and i € {1,2,...,n} let
O;T € D'(U) be the distribution defined by

(0;T, ¢) = —(T,0;¢) for all € D(U).
Again it is easy to check that 0;T is a distribution.

Definition 40.7. More generally if L is as in Lemma 40.4 and T € D' we
define LT € D' by
:
(LT, ¢) = (T, L ¢).
Ezample 40.8. Suppose that f € L} . and g € C>(U), then gTy = Ty¢. If
further f € CY(U), then 8;Tf = Tp, 5. More generally if f € C™(U) then, by
Lemma 40.4, LTf = TLf.

Because of Definition 40.7 we may now talk about distributional or gener-
alized solutions T' to PDEs of the form LT = S where S € D'.

Example 40.9. For the moment let us also assume that U = R. (T},¢) =
fU ¢fdm. Then we have

1. limps— oo Thin Mz = 0

2. limps o0 Tar—1sin Mz = T Where dq is the point measure at 0.

3.If f e LY(R",dm) with [;, fdm = 1 and f(z) = e "f(z/e), then
lime)o Ty, = do. Indeed,

lim(Ty,, ¢) = lim . e "flz/e)p(x)dx
:15%1 . f(z)p(ex)dx DET. . f(z) 161%1 (ex)dx

=(0) | f(z)dz = $(0) = (do, ¢)-

R’ll
As a concrete example we have

€
lim ————— =9 R
elfol m(x? + €2) 0 O

ie.
IimT.

- €
cl0 m@2ted)

= do.
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Ezxzample 40.10. Suppose that a € U, then

(0i0a, ®) = —0;0(a)

and more generally we have
:
(Léa¢) = (L'6) (a).

Lemma 40.11. Suppose f € C*([a,b]) and g € PCY([a,b]), ie. g €
Cl (Ja,b] \ A) where A is a finite subset of (a,b) and g(a+), g(a—) exists
for o€ A. Then

/f 2)dz = [ (@)g(@)] |2 - /f

- Z fla —gla—)). (40.2)

aeA

In particular

%Tg =T, + Z (9(a+) — g(a—)) da

a€cA

Proof. Write AU {a,b} as {a = ap < g <--- < o, = b}, then

r@e@is =Y [ fge

@ k=0 " %k
n—1 Qp41
= [f@)g@)] et — f()g (z)dx
X e - [ s
b n—1
= [f'@g@)]le— | fl@)g (@)dz Y [fx)g(x)]]art
@ k=1

which is the same as Eq. (40.2). m
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Elliptic Ordinary Differential Operators

Let 2 C, R™ be a bounded connected open region. A function u € C?({2) is
said to satisfy Laplace’s equation if

Au=01in §2.
More generally if f € C(£2) is given we say u solves the Poisson equation if
—Au = fin (2.

In order to get a unique solution to either of these equations it is necessary
to impose “boundary" conditions on wu.

Example 41.1. For Dirichlet boundary conditions we impose v = g on 942
and for Neumann boundary conditions we impose % = g on OS2, where
g : 02 — R is a given function.

0
Lemma 41.2. Suppose [ : 2 <, R, 02 is C? and g : 982 — R is continuous.
Then if there exists a solution to —Au = f with u = g on 02 such that
u € C%(£2°) N CL(N) then the solution is unique.

Definition 41.3. Given an open set 2 C R™ we say u E_Cl(ﬁ) if u €

CHR)NC(N) and Vu extends to a continuous function on (2.

Proof. If % is another solution then v = @ — u solves Av = 0,v = 0 on
0f2. By the divergence theorem,

O:/Av~vdm:—/|V1}\2dm+/ vVv-ndU:—/\VUde,
2 7 o 2

where the boundary terms are zero since v = 0 on 9f2. This identity implies
J |Vul?dz = 0 which then shows Vv = 0 and since {2 is connected we learn v
Q

is constant on (2. Because v is zero on 0f2 we conclude v = 0, that is u = 4.
|

For the rest of this section we will now restrict to n = 1. However we will
allow for more general operators than A in this case.
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41.1 Symmetric Elliptic ODE
Let a € C ([0, 1], (0, 00)) and
Lf = —(af') = —af’ —d'f for f € C*([0,1]). (41.1)

In the following theorem we will impose Dirichlet boundary conditions on L
by restricting the domain of L to

D(L) = {f € C*([0,1],R) : f(0) = f(1) = 0}.

Theorem 41.4. The linear operator L : D(L) — C([0, 1], R) is invertible and
L=1:C([0,1],R) — D(L) c C%([0,1],R) is a bounded operator.

Proof.
1. (Uniqueness) If f,g € D(L) then by integration by parts

(Lf.g) = / (Lf) (@)g(x)dz = / o(@) (@) (@) . (412)

Therefore if Lf = 0 then

0=(Lf.f) = / a(e) f'(x)? de

and hence f’ =0 and since f(0) =0, f = 0. This shows L is injective.
2. (Existence) Given g € C([0,1],R) we are looking for f € D(L) such that
Lf =g, ie. (af') = g. Integrating this equation implies

a()f'(x) = —C + / " g(y)dy.

Therefore

f'(z) = o)~ 1ygzmg(y)dy

which upon integration and using f(0) = 0 gives

C 1
z) z

rC 1
f(z) :/0 @ dz —/1y§z§z @ 9(y) dz dy.

If we let

1
a(z) .:/0 o) dz (41.3)

the last equation may be written as

f(z) = Ca(z) - /()I(a(x) —a(y))g(y) dy. (41.4)
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It is a simple matter to work backwards to show the function f defined
in Eq. (41.4) satisfies Lf = g and f(0) = 0 for any constant C. So it only
remains to choose C' so that

1
0=f(1) = Ca(l) - / (a(1) — a(y))g(v)dy.

Solving for C gives C' = fol ( - %) g(y) dy and the resulting function

f may be written as

0= [ [(1- 29 aw) - tsatae) - ate)] o) dy
- / Gl )y

where
_ o)
G(z,y) = () o) o=y (41.5)
aly) (1 - % ify <.

For example when a =1,

z(l—y)ifz<
Gla,y) = {y&_i’i ify;Z'

Definition 41.5. The function G defined in Eq. (41.5) is called the Green’s
Sfunction for the operator L : D(L) — C([0,1],R).

Remarks 41.6 The proof of Theorem 41.4 shows

1
(L719) @)= [ Glago)dy (41.6)
0
where G is defined in Eq. (41.5). The Green’s function G has the following
properties:
1. Since L is invertible and G is a right inverse, G is also a left inverse, i.e.

2.
3.

GLf = f for all f € D(L).

G is continuous.

G is symmetric, G(y,x) = G(z,y). (This reflects the symmetry in L,
(Lf,g9) = (f,Lg) for all f,g € D(L), which follows from Eq. (41.2).)

G may be written as

 ful@p) ifr <y
Glay) = {u<y>v<x> ify <.

where u and v are L — harmonic functions (i.e. and Lu = Lv = 0) with
uw(0) = 0 and v(1) = 0. In particular L,G(z,y) = 0 = L,G(x,y) for all
Y F .
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5. The first order derivatives of the Green’s function have a jump disconti-
nuity on the diagonal. Explicitly,

1
Gy(z,2+) — Gy(z,2—) = —m
which follows directly from
a(z) .
1 o) ifx <y
Gy(z,y) = — o)) (41.7)
y a(y) (1 — a&g) ify <.
By symmetry we also have
1
Gz(y+ay) - Gr(y_ay) = _Ty)'

6. By Items 4. and 5. and Lemma 40.11 it follows that
d
LyG(z,y) := LyTe(ay) = & (a(y)Gy(z,y)) = d(y — =)
and similarly that
As a consequence of the above remarks we have the following representa-
tion theorem for function f € C2([0,1]).

Theorem 41.7 (Representation Theorem). For any f € C?([0,1]),

f(@) = (GLA) () - Gyl waw) f )|~

Moreover if we are given h : 9[0,1] — R and g € C([0,1]), then the unique
solution to

. (41.8)

Lf =g with f = h on 9[0,1]

18
y=1

f(@) = (Gg)(z) — Gy(z,y)a(y)h(y)| . (41.9)

y=0
Proof. By repeated use of Lemma 40.11,

1
(GLf)(x) = — / G(x,wdi;(a(y)f'(y))dy

1
- / G, (@ y)aly) [ (y)dy

y=1

=Gy(z,y)aly)f(y) + /0 L,G(x,y)f(y)dy

y=0

y= 1

=Gyl n)a)s )]+ [ 3=y
= Gy (e.m)a)f )| + (@)

y=
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which proves Eq. (41.8). There are no boundary terms in the second equality
above since G(z,0) = G(z,1) = 0.
Now suppose that f is defined as in Eq. (41.9). Observe from Eq. (41.7)
that
lima(1)Gy(z,1) = —1 and li{na(O)Gy(x,O) =1

zT1 z|0

and also notice that Gy(x,1) and Gy(x,0) are L, — harmonic functions. There-
fore by these remarks and Eq. (41.6), f = h on 9[0, 1] and

y=1

Lf(z) = 9(@) = LaGy (@, y)aly)h(y)] _ = 9(x)

as desired. m

41.2 General Regular 2nd order elliptic ODE

Let J = [r, s] be a closed bounded interval in R.

Definition 41.8. A second order linear operator of the form
Lf=—af" +bf +cf (41.10)

with a € C?(J), b € C*(J) and c € C?(J) is said to be elliptic if a > 0,
(more generally if a is invertible if we are allowing for vector valued functions).

For this section L will denote an elliptic ordinary differential operator. We
will now consider the Dirichlet boundary valued problem for f € C? ([r, s]),

Lf=—af"+bf +cf =0with f =0o0n dJ. (41.11)

Lemma 41.9. Let u,v € C?(J) be two L — harmonic functions, i.e. Lu =
0= Lv and let

W := det [u/ U,} =uv’ — vu’
u v
be the Wronskian of w and v. Then W satisfies

b d 1 b1
r_ 2 - - __Z=
W="% W aW and
W (z) = W(r)els @i,
Proof. By direct computation

aW' =a(w" —vu") = u(bv' 4+ cv) — v (bu' + cu) = bW.
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Definition 41.10. Let H*(.J) denote those f € C*~1(J) such that f*~1) is
absolutely continuous and f*) € L2(J). We also let HZ(J) = {f € H2(J) : flos =0} .
We make H*(J) into a Hilbert space using the following inner product

k

(u, ) i := Z (Du, Djfu)L2 .
j=0

Theorem 41.11. As above, let D(L) = {f € C*(J): f =0 on 8J}. If the
Nul(L) " D(L) = {0}, i.e. if the only solution f € D(L) to Lf =0 is f =0,
then L : D(L) — C(J) is an invertible. Moreover there exists a continuous
function G on J x J (called the Dirichlet Green’s function for L) such that

(L719) (x) = /L]G(wvy)g(y)dy forallge C(J). (41.12)

Moreover if g € L?(J) then Gg € HZ(J) and L(G g) = g a.e. and more
generally if g € H*(J) then Gg € HET(J)

Proof. To prove the surjectivity of L : D(L) — C(J), (i.e. existence of
solutions f € D(L) to Lf = g with g € C(J)) we are going to construct the
Green’s function G.

1. Formal requirements on the Greens function. Assuming Eq. (41.12)
holds and working formally we should have

oa) = L. [ Gy = [ Leawaway @11
for all g € C(J). Hence, again formally, this implies
L,G(z,y) =0(y — x) with G(r,y) = G(s,y) = 0. (41.14)

This can be made more convincing by as follows. Let ¢ € D := D(r, s),
then multiplying

g(2) = L, / Gz, y)g(y)dy

by ¢, integrating the result and then using integration by parts and Fu-
bini’s theorem gives

/J 9(x)d(z)dz = / 4w ()L, / dyG (z,1)g(y)
= /J dxLy¢(x) /J dyG(z,y)g(y)

= / dyg(y)/ dx Ly¢(x)G(x,y) for all g € C(J).
J J

From this we conclude
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[ Let(@)Gla)ds = (0
J

i.e. LxTG(z,y) = (5(.73 - y)

. Constructing G. In order to construct a solution to Eq. (41.14), let u, v
be two non-zero L — harmonic functions chosen so that u(r) = 0 = v(s)
and u'(r) = 1 = v/(s) and let W be the Wronskian of v and v. By
Lemma 41.9, either W is never zero or is identically zero. If W = 0,
then (u(r),u(r)) = A(v(r),v'(r)) for some A € R and by uniqueness of
solutions to ODE it would follow that v = Av. In this case u(r) = 0
and u(s) = Av(s) = 0, and hence v € D(L) with Lu = 0. However by
assumption, this implies v = 0 which is impossible since u'(0) = 1. Thus
W is never 0.

By Eq. (41.14) we should require L,G(z,y) = 0 for z # y and G(r,y) =
G(s,y) = 0 which implies that

 fu(@)e(y) ifz <y
“%”‘{wmwwﬁx>y

for some functions ¢ and 1. We now want to choose ¢ and 1 so that G is
continuous and L,G(x,y) = §(z — y). Using

_Ju(z)o(y) ifz <y
G“%”‘{w@wwﬁu>y

Lemma 41.9, we are led to require

0=Gy+,y) — Gly—y) = w(y)o(y) — v(y)Y(y)
1= —la(z)Ge(z,y)] 1247 = —aly) [V ()Y (y) — v’ (y)(y)] -

Solving these equations for ¢ and v gives
o\ ___L (v
v)  aW \u

__ 1 u(z)v(y) if = <y
Glay) = a(y)W (y) {v(w)u(y) ifx >y. (41.15)

. With this G, Eq. (41.12) holds. Given g € C(J), then f in Eq. (41.12)
may be written as

and hence

@) = [ Glaaaiy
= —v(z) / ' —a(;;%,)(y)g(y)dy —u(z) / S —a(yv)(g,)(y)g(y)dy- (41.16)

Differentiating this equation twice gives
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f(a) = —'(2) /w %g(y)dy—d(w) / %g(y)dy (41.17)
and
P(@) = =v'(@) [ gty ') [ gty
/ u(z) &) o
V(@) i 900 + o () s s a(e). (11.15)

Using Lv = 0 = Lu, the definition of W and the last two equations we
find

T

—a(x)f"(x) = [b(x)v' (z) + C@)”(@]/ aly)W(y)

S

+ [b(z)u (z) + c(x)u(x)]/ a(y)W (y)

= (@) (@) = @) () + g(a),

ie. Lf =g.

Hence we have proved L : D(L) — C(J) is surjective and L=! : C(J) —
D(L) is given by Eq. (41.12).

Now suppose g € L?(.J), we will show that f € C'(J) and Eq. (41.17) is
still valid. The difficulty here is that it is clear that f is differentiable almost
everywhere and Eq. (41.17) holds for almost every z. However this is not
good enough, we need Eq. (41.17) to hold for all x. To remedy this, choose

gn € C(J) such that g, — g in L?(J) and let f, := Gg,. Then by what we
have just proved,

fr(z) = /JGx(x,y)gn(y)dy

Now by the Cauchy-Schwarz inequality,
2

/J Ge(z,9) [9(y) — gn(y)] dy

< llg = gnlZ200 / G, )| dy
2
<Clg- gn||L2(J)

where C' = sup,c; [, |G (z,y)*dy < oo. From this inequality it follows
that f;(z) converges uniformly to [, G.(z,v)g(y)dy as n — oo and hence
f€CY(J) and

f(z)= /JGx(x,y)g(y)dy for all z € J,

i.e. Eq. (41.17) is valid for all € J. It now follows from Eq. (41.17) that
f € H?(J) and Eq. (41.18) holds for almost every x. Working as before we
may conclude Lf = g a.e. Finally if g € H¥(J) for k > 1, the reader may
casily show f € HET2(J) by examining Egs. (41.17) and (41.18). m
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Remark 41.12. When L is given as in Eq. (41.1), b = —a’ and by Lemma 41.9

W(z) = W(0)e s < ()t _ W (0)e—n(a(e)/a0)) _ W(O()G)(O).
So in this case
L 1 u(z)v(y) ifx <y
Glz,y) = W(0)a(0) {U(z)u(y) ifz >y

where we may take

w(@) = a(z) = /0:r ﬁdz and v(z) = (1 - m) .

Finally for this choice of w and v we have

giving

_ fuleyly) ite <y
Glz,y) = {v(x)u(y) ifx >y
which agrees with Eq. (41.5) above.

Lemma 41.13. Let L*f := —(af)" — (bf) +cf be the formal adjoint of L.
Then

(Lf, 9) = (f.L*g) for all f.g € D(L) (41.19)
where (f,g) = [, f(x)g(x)dx. Moreover if nul(L) = {0} then nul(L*) = {0}
and the Greens functwn for L* is G* defined by G*(x,y) = G(y,x), where G

is the Green’s function in Eq. (41.15). Consequently Ly, G(z,y) = d(z —y).

Proof. First observe that G* has been defined so that (G*g, f) = (9, Gf)
for all f € L?(J).Eq. (41.19) follows by two integration by parts after observ-
ing the boundary terms are zero because f = g =0 on dJ. If g € nul(L*) and
f € D(L), we find

= (L*g, f) = (g,Lf) for all f € D(L).

By Theorem 41.11, if nul(L) = {0} then L : D(L) — C(J) is invertible so the
above equation implies nul(L*) = {0} . Another application of Theorem 41.11
then shows L* : D(L) — C(J) is invertible and has a Green’s function which
we call é(ac,y) We will now complete the proof by showing G = G*. To do
this observe that

(f,9) = (L*Gf,g) = (Gf,Lg) = (f,G"Lyg) for all f,g € D(L)
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and this then implies G*L = Idpry = GL. Cancelling the L from this equa-
tion, show G* = G or equivalently that G = G*. The remaining assertions of
the Lemma follows from this observation.
Here is an alternate proof that L;G(x,y) = d(z — y), also see Using
GL = Ip(1), we learn for u € D(L) and v € C (J) that
(v,u) = (v,GLu) = (L*G* v, u)

which then implies L*G*v = v for all v € C(J). This implies
@) = [ Gl LIy = ooy L) = (L Togey. £ forall £ € D(L)

from which it follows that L; T, =d(z —y). ®

Definition 41.14. A Green’s function for L is a function G(z,y) as de-
fined as in Eq. (41.15) where u and v are any two linearly independent L —
harmonic functions.!

The following theorem in is a generalization of Theorem 41.7.

Theorem 41.15 (Representation Theorem). Suppose and G is a Green’s
function for L then

1. LyTGa,y) = 0(x —y) and LG = I on L*(J). (However Gg and G*g may
no longer satisfy the given Dirichlet boundary conditions.)
2. LyT(ey) = d(x —y). More precisely we have the following representation
formula. For any f € H*(J),
f(@) = (GLA)(@) +{G@,p)aw) [ W) - [aW)G(z.v)], F)}

Yy=s

y=r

(41.20)
3. Let us now assume nul(L) = {0} and G is the Dirichlet Green’s function
for L. The Eq. (41.20) specializes to
y=s
J(@) = (CLf) () ~ [alw)G )], S )| _
Moreover if we are given h : J — R and g € L?(J), then the unique
solution f € H*(J) to
Lf =g a.e. with f =h on dJ
18
f(@) = (Gg)(x) + H(x) (41.21)
where, for z € JO,

H(z) = — [ay)G(a,p)], h(y)| (41.22)

and H(r) := H(r+) and H(s) :== H(s—).

! For example choose u,v so that Lu = 0 = Lv and u(a) = v'(a) = 0 and /() =
v(a) =1.
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Proof. 1. The first item follows from the proof of Theorem 41.11 with out
any modification.
2. Using Lemma 41.9,

() =i~ o+

aW
ou b1, bu ., cu
=y aw ) taw
(e by
W aW W aW aW
lLu:
a

Similarly L*(f) = 0 and therefore L; G(z,y) = 0 for y # z. Since
_ (41 [u@py)itz<y
6uten) =~ (G {siomo
1 "(y) if
L i<y s

we find

Gy(z,2+) — Gy(z,2—) =

Finally since
2

L,= d —— + lower order terms
we may conclude form Lemma 40.11 that L;G(z,y) = é(z — y).Using inte-
gration by parts for absolutely continuous functions and Lemma 41.13, for
f e (),

(GLf)(z /G:Eny

d
~—AG@w)(a@%ﬁ+b@5§+dw)ﬂw@

_ / 4 lay)G(z, )] f'(y) 1 .
J+(—%[<><,nf+dw)ﬂw !

~ Gla.y)aly) f W)l

Gl OIS + )G, T
+ (LyGlay). )

= [a@)G (= )], FW= - Gla, y)a) f' W=+ f(2).
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This proves Eq. (41.20).
3. Now suppose G is the Dirichlet Green’s function for L. By Eq. (41.15),

d 1 w(z)v(y) ifx <y
—a(y)G =(—=— .
[—a(y)G(z,y)], (dy W(y)) {U(x)u(y) ifz >y
Lot <y
(z)u(y)
and hence the function H defined in Eq. (41.22) is more explicitly given by

H(z) = g7 () () Ms) = Jps (W@ ()Y, (41.24)

From this equation or the fact that L,G(z,r) = 0 = L,G(z,s), H isis L —
harmonic on J°. Moreover, from Eq. (41.24),

H(r) =~ (0 (7)) h(r)
L "(r) — v(r)u'(r)) h(r) = h(r
= 57 (W () = o) (7)) ) = ()
and
H(s) = 755 (W (9) ()

Therefore if f is defined by Eq. (41.21),
Lf=LGg— LH =g a.e.on J°
because LG = I on L?(J) and

flos =(Gg) los + Hlos = Hlos = h
since Gg € H3(J). m

Corollary 41.16 (Elliptic Regularity I). Suppose —oo < rg < 59 < 00,
Jo := (ro,80) and L is as in Eq. (41.11) with the further assumption that
a,b,c € C¥(R). If f € C%(Jy) is a function such that g :== Lf € C* (Jy) for
some k >0, then f € C*+2 (Jp).

Proof. Let r < s be chosen so that J := [r, s] is a bounded subinterval of Jy
and let G be a Green’s function as in Definition 41.14. Since a, b, ¢ are smooth,
it follows from our general theory of ODE that G(z,y) € C®(J x J\ A)
where A = {(z,z) : © € J} is the diagonal in J x J. Now by Theorem 41.15,
for x € JO,
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£(&) = (Go)(@) + {Glem)a)f ) - @G, FW)} [
Since
v = {Glaw)f () - WGy, ()} | €0

it suffices to show Gg € C¥+2(J°). But this follows by examining the formula
for (Gg)" given on the right side of Eq. (41.18). m
In fact we have the following rather striking version of this result.

Theorem 41.17 (Hypoellipticity). Suppose —oc0 < rg < so < 00, Jy 1=
(ro,s0) and L is as in Eq. (41.11) with the further assumption that a,b,c €
C*®(R). If u € D' (Jo) is a generalized function such that v := Lu € C*(Jy),
then u € C*(Jp).

Proof. As in the proof of Corollary 41.16 let r < s be chosen so that
J :=[r, s] is a bounded subinterval of Jy and let G be the Green’s function
constructed above.? Further suppose ¢ € J°, 6 € C°(J°,[0,1]) such that
6 =1 in a neighborhood U of £ and o € C°(V, [0, 1]) such that o« = 1 in a
neighborhood V of £, see Figure 41.1. Finally suppose that ¢ € C2°(V'), then

Fig. 41.1. Constructing the cutoff functions, # and a.

¢=06=0L"G*¢=0L"(My+M_,)G*¢
= L*M,G*¢+ 0L*M;_oG*¢

and hence

2 Actually we can simply define G* to be a Green’s function for L*. It is not
necessary to know G*(z,y) = G(y,z) where G is a Green’s function for L.
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(u,6) = {u, L"MaG* ¢ + 01" My_oG"9)
= <L’LL, MQG*¢> + <U, eL*M1,aG*¢>.

Now
(Lu, Mo G* ) = (v, M, G*¢) = (GMyv, @)

and writing u = D™T}, for some continuous function h (which is always pos-
sible locally) we find

(u,0L* M;_oG*¢)
= (=1)" (u, D" My L* M, _oG*¢)

- (1" /J (@)D B L1 - ()Gl 2)) o) dyd

:/wwmw@
J

where
V)= | )DL P L1~ a(@)Cly.a)) do
which is smooth for y € V because 1 —a(z) =0 on V and so (1 — a(z)) G(y, x)
is smooth for (z,y) € J x V. Putting this altogether shows
(u,9) = (GMyv + 9, ) for all ¢ € C°(V).

That is to say u = GM,v+ on V which proves the theorem since GM v+ €
C®(V). m

Ezample 41.18. Let L = % — 68—; be the wave operator on R? which is not

elliptic. Given f € C?(R) we have already seen that Lf(y—x) =0 € C>(R?).
Clearly since f was arbitrary, it does not follow that F(z,y) := f(y — z) €
C°°(R?). Moreover, if f is merely continuous and F(z,y) := f(y — x), then
LTr =0 with F ¢ C?(R?). To check LT = 0 we first observe

(02 + 8y) Tr, ¢) = (T, (0r + 9y) P)

= - f(y - 37) (893 + 8y) (b(il,', y)dxdy
= [ W erlasy+5) + 0,y + )] dedy

= [ 1155 (ol + ) dady <o

Therefore LTy = (0, — 0y) (0z + 0y) Tr = 0 as well.

Corollary 41.19. Suppose a, b, ¢ are smooth and u € D'(J°) is an eigenvector
for L, i.e. Lu = Au for some X\ € C. Then u € C*®(J).

Proof. Since L — X\ is an elliptic ordinary differential operator and
(L—=XNu =0 € C>®(J%), it follows by Theorem 41.17 that u € C*(J°).
|
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41.3 Elementary Sobolev Inequalities

Notation 41.20 Let f_dem = ﬁ fJ fdm denote the average of f over J =
[r, s].

Proposition 41.21. For f € H'(J),
(@) < \ / fdm‘ 1 e
— 1/2
< ‘/dem\ T (/J f/<y>|2dy) < CUIN Il

where C (|J]) = max <ﬁ m) .

Proof. By the fundamental theorem of calculus for absolutely continuous
functions

f@) = @)+ [ o

for any a, z € J. Integrating this equation on a and then dividing by |J| := s—r

implies . L
fla) = [ fam+ [aa [ " Py

<] [ gam|+ [aa) [ 1wl
< Zfdm AL

< Zfdm + /7] ( / f’(y)2dy)1/2

< ﬁ </J|f|2dm>1/2+ V([ 17w a)

Notation 41.22 For the remainder of this section, suppose L f = —%D (paf')+
cf. is an elliptic ordinary differential operator on J = [r,s], p € C?(J, (0, 00))
s a positive weight and

and hence

1/2

(f,9)p = /J f(@)g(x)p(x)dz.

We will also take D(L) = HZ(J), so that we are imposing Dirichlet boundary
conditions on L. Finally let
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E(f.g) = / [af'g" + cfg) pdm for f.g € H(J).
J
Lemma 41.23. For f,g € D(L),

(Lf,9)p =E(f,9) = (£, Lg),- (41.25)

Moreover ) )
EL 1) = aollf |l + colfI5 for all f € HY(J)

where ¢g := miny ¢ and ag = miny a. If A\g € R with A\g + co > 0 then
110y < K |ECF.D)+ 2o 115 (41.26)

where K = [min(ag, co + )\O)]il .

Proof. Eq. (41.25) is a simple consequence of integration by parts. By
elementary estimates

E(f 1) Z a0l f'll5 +co 115
and
ES B+ X0 113 = a0 l1£1l5 + (o + Ao) 1F]13 > min(ao, co + Ao) 11312
which proves Eq. (41.26). =

Corollary 41.24. Suppose Ao + co > 0 then Nul(L + \g) N D(L) = 0 and
hence
(L+Xo): HY(J) — L*(J)

is invertible and the resolvent (L + )\0)_1 has a continuous integral kernel

G(z,y), ie.
(420 ule) = [ Glapuwiy.
Moreover if we define D(L¥) inductively by
D(L*):={ue D(LF"): L* 'ue D(L)}
we have D(LF) = HZk(J).
Proof. By Lemma 41.23, for all u € D(L),

s ) < K (L) + o lull3) = K (((E+ Ao) w, w)

so that if (L + Ag)u = 0, then ||“Hi11(J) = 0 and hence u = 0. The remaining
assertions except for D(L*) = H}(J) now follow directly from Theorem 41.11
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applied with L replaced by L + Ag. Finally if v € D(L) then (L + X\g)u =
Lu + \ou € L?(J) and therefore

u=(L+ X)) ' (Lu+ Nu) € HZ(J).
Now suppose we have shown, D(L¥F) = H3*(J) and u € D (L*1) | then
(L4 Xo)u = Lu+ \u € D(LF) + D(L*') ¢ D(L*) = HZ*(J)
and so by Theorem 41.11, u € (L + Xo) ™' HZF(J) c HZ*2(J). m

Corollary 41.25. There exists an orthonormal basis {¢y, }rey for L*(J, pdm)
of eigenfunctions of L with eigenvalues A, € R such that —cg < Ag < A1 <
Ao < ool

Proof. Let \g > —co and let G := (L + X\o) ™" : L2(J) — H2(J) = D(L) C
L?(J). From the theory of compact operators to be developed later, G is a
compact symmetric positive definite operator on L?(J) and hence there exists
an orthonormal basis {¢,} —, for L?(J, pdm) of eigenfunctions of G with
eigenvalues 1, > 0 such that pg > p11 > e > ... — 0.% Since

fin®n = Ghn = (L+Xo) " ¢n,

it follows that g, (L + Ao) ¢n = ¢y, for all n and therefore L¢,, = A\, ¢, with
An = (i, 1 — Ao) T oco. Finally since L is a second order ordinary differential
equation there can be at most one linearly independent eigenvector for a given
eigenvalue A, and hence A, < A, + 1 for alln. m

Example 41.26. Let J =[0,7], p=1and L = —D? on HZ(J). Then Lp = \¢
implies ¢” + A¢ = 0. Since L is positive, we need only consider the case
where A > 0 in which case ¢(z) = acos (\/Xa:) + bsin (\/Xx) . The boundary

conditions for f imply ¢ = 0 and 0 = sin (\/X’IT) ,i.e. VA € N. Therefore in
this example

or(z) = \/gsin (kx) with Ay = k.

The collection of functions {¢y},; is an orthonormal basis for L?(.J).

Theorem 41.27. Let J = [r,s] and p,a € C?(J,(0,00)), ¢ € C*(J) and L be
defined by

Lf= f%D(paf') +cf.

3 In fact G is “Hilbert Schmidt” which then implies

oo
Z ui < 0.
n=0
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and for A € R let
E* = {¢ € HZ(J): Lé = ag¢ for some a < A}
Then there are constants dy,ds > 0 such that
dim(E?) < di)\ + do. (41.27)

Proof. For A € R let E) := {d) € H3(J): Lo = )\qﬁ} . By Corollary 41.24,
E\ ={0}if A < o and since (Lf,g), = (f,Lg), forall f,g € HZ(J) it follows
that E\ L Eg for all A # 3. Indeed, if f € E and g € Eg, then

(B_A) (fvg)P: (faLg)p_(Lfag)pZO

Thus it follow that any finite dimensional subspace W C E* has an orthonor-
mal basis (relative to (-,-), - inner product) of eigenvectors {ér}r_, C E* of
L, say Loy = M. Let uw=>"7_, upgy where uj, € R. By Proposition 41.21
and Lemma 41.23,

lully < Cllullf gy < C UL+ o) u,u), = C (Zuk (e + >\0)¢k,u>
k=1 p

(where C'is a constant varying from place to place but independent of u) and
hence for any x € J,

2 n
< Jully < CA+X0) Yl
k=1

> undi(w)
k=1

Now choose uy, = ¢ (x) in this equation to find

2

<O+ X0) Y o))
k=1

n

> ek

k=1

or equivalently that
> lgk(@)]* < C(A+ X))
k=1

Multiplying this equation by p and then integrating shows
dim(W) =n =" (¢k, )y < C (A + o) / pdm = C" (A4 Xo) .
k=1 J
Since W C E* is arbitrary, it follows that

dim(E*) < C" (A + Xo).
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Remarks 41.28 Notice that for oll A € R, dim(E)) < 1 because if u,v € E)
then by uniqueness of solutions to ODE, u = [u/(r)/v'(r)]v. Let {¢g}rey C
HZ(J) N C®(J) be the eigenvectors of L ordered so that the corresponding
eigenvalues are increasing. With this ordering we have k = dim(E*) < dy A\, +
ds and therefore,

e > dit(k —dy). (41.28)

The estimates in Eqs. (41.27) and (41.28) are not particularly good as Exam-
ple 41.26 illustrates.

41.4 Associated Heat and Wave Equations

Lemma 41.29. L is a closed operator, i.e. if s, € D(L) and s, — s and
Ls, — g in L?, then s € D(L) and Ls = g. In particular if fx € D(L) and
Sore fo and S°02 Lfy exists in L2, then > po | fx € D(L) and

LY fr=) L
k=1 k=1
Proof. Let \g + ¢ > 0 and G = (L—i—)\o)*l. Then by assumption
(L4 Xo) $n — g+ Aos and so
s 8, =G(L+Xy)sn — G(g+ Aos) asn — o0
showing s = Gg € D(L + A\g) = D(L) and
(L+>\0)S: (L+)\0)G(g+/\08) :g+>\08

and hence Ls = g as desired. The assertions about the sums follow by applying
the sequence results to s, = > p_; fx. W

Theorem 41.30. Given f € L?, let

u(t) = e f = (fign)e M. (41.29)
n=0
Then fort > 0, u(t,z) is smooth in (t,z) and solves the heat equation
ur(t, ) = —Lu(t,z), u(t,x) =0 forx € dJ (41.30)
and f = L? — ltilr(r)l u(t) (41.31)

Moreover, u(t,z) = fJ pi(x,y) f(y)p(y)dy where
pi(,y) =Y e b (2)dn(y) (41.32)
n=0

is a smooth function in t > 0 and z,y € J. The function p; is called the
Diurichlet Heat Kernel for L.
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Proof. (Sketch.) For any t > 0 and k € N, sup,, (e""**\F) < oo and so
by Lemma 41.29, for t > 0, u(t) € D (L¥) = Hg*(J)* (Corollary 41.24) and

o0

Lru(t) = (f,¢n)e " Ao,

n=0

Also we have LFu(™)(t) exists in L? for all k,m € N and

o0

Lku(m)(t) _ (_1)m Z(f’ ¢n)e—t,\n)\ﬁ+m¢n_

n=0

By Sobolev inequalities and elliptic estimates such as Proposition 41.21 and
Lemma 41.23, one concludes that u € C*°((0, 00), H¥(.J)) for all k and then
that u € C*°((0,00) x J,R). Eq. (41.30) is now relatively easy to prove and
Eq. (41.31) follows from the following computation

If —u@®)lz = S 1(f.du)? L — e[
n=1

which goes to 0 as ¢t | 0 by the D.C.T. for sums.
Finally from Eq. (41.29)

u(t,r) =3 /J F@)éw)p(y)dye> du(2)

- /, > e 6u(@)6(y)f (W)o(y)dy
n=0

where the interchange of the sum and the integral is permissible since
[ 30 lon(@)o) 1wl o)y
J n=0

<C [ Yoo ™ ok AP 0] o)y < o
J n=0

: _ 2 . .
since Yo7 et (Mg + A,)” < 00 because A, grows linearly in n. Moreover
one similarly shows

aY o )
<E> Cf;g?}lcflcr)jlflpt(x7 y) — Z (_)\n)J eft)\n,aikfl(én(x)azlfl(b(y)
n=0

where the above operations are permissible since

* Basically, if L*u = g € L*(J) then u = G*g € HZ*(J).
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[629]| < Clldullugecs) < €[+ 20)" o

= C (M + o)F

and therefore
> \(—An)j e‘t*"ai’“‘lqbn(x)@il‘lqs(y)\ <Ol n+20) e < .
n=0 n=0

Again we use A, grows linearly with n. From this one may conclude that
pt(x,y) is smooth for ¢ > 0 and z,y € J. (We will do this in more detail when
we work out the higher dimensional analogue.) m

Remark 41.81 (Wave Equation). Suppose f € D(LF), then

(7.0 = |3 Eon)| = |5 (2.0

< e 141,

and therefore
cos (m/f) f= Z cos (t\//\n> (f, o)
n=0
will be convergent in L? but moreover

LF cos (t\/z) f= i cos (t\/E) (f, ¢n>/\i¢n
n=0

= i COS (tm> (kaa ¢n)¢’n
n=0

will also be convergent. Therefore if we let
sin (t\/f)
N

where f, g € D(LF) for all k. Then we will get a solution to the wave equation

u(t) = cos (t\/Z) f+

ust(t, ) + Lu(t,x) = 0 with «(0) = f and u(0) = g.

More on all of this later.

41.5 Extensions to Other Boundary Conditions

In this section, we will assume p € C%(J, (0, 00)),
Lu = —p *(pau') + bu' + cu (41.33)

is an elliptic ODE on L?(J) with smooth coefficients and

(1, 0) = (), = /J w(@)o(@)p(z)dz. (41.34)
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Theorem 41.32. For v € H*(J) let
L*v=—p ' (pav') — b’ + [c— p~ ' (pb)'] v. (41.35)
Then for u,v € H?(J),
(Lu,v) = (u, L*v) + B(u,v)|as (41.36)
where

B(u,v) = pa {(u',u) (—v,v + gv)} : (41.37)
Proof. This is an exercise in integration by parts,
(Lu,v) = /J (— (pav’) + pbu/ + pcu) vdm
= /J (pau'v’ — (pbv)’ u + peu) dm + [pbuv — pau'v] o
= /J (—u (pav’)’ — (pbv) u + pcvu) dm

+ [pbuv + pauv’ — pau'v] |os

= / (—up*1 (pav’) — p~t (pbv) u + cvu) pdm
J

o (o ot =)
+ |pa | —uv +uv’ —vu log
a

b
= (0270 + [patd ) (o + 20| o
|
Notation 41.33 Given («,3) : 0J — R?\ {0} and u,v € H?(J) let
Bu=oau' + pu= (o, B) - (v',u) on 8J
and .
B*v=av + (ﬁ—i——a)v:ow’—i—f?v on 8J
a
where (3 := (ﬁ + %a) .

Remarks 41.34 The function (a, B) : 8J — R? also takes values in R?\ {0}
because (a, B) = 0 iff (o, 8) = 0. Furthermore if a« =0 then § = .

Proposition 41.35. Let B and B* be as defined in Notation 41.33 and define

D(L)={u€ H*(J): Bu=0 on dJ}.
D(L*)={ue H*(J): B'u=0 on dJ},
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Then v € H?(J) satisfies
(Lu,v) = (u, L*v) for all w € D(L) (41.38)

iff v e D(L*). (This result will be substantially improved on in Theorem 41.41
below.)

Proof. We have to check that B(u,v) appearing in Eq. (41.36) is 0. (Ac-
tually we must check that B(u,v)|s; = 0 which we might arrange by using
something like “periodic boundary conditions.” I am not considering this type

of condition at the moment. Since u may be chosen to be zero near r or s we
must require B(u,v) = 0 on 9.J.) Now B(u,v) = 0 iff

(wmy<uw+§0_4) (41.39)

which happens iff (u/,u) is parallel to (v' + 2v,v). The boundary condition
Bu = 0 may be rewritten as saying (u/,u) - (o, 3) = 0 or equivalently that
(u',u) is parallel to (—f3,«) on 9J. Therefore the condition in Eq. (41.39) is
equivalent to (—f, a) is parallel to (v' + gv, v) or equivalently that
! b *
0=(a,8)- (v +EU’U = B*v.
[ ]
Corollary 41.36. The formulas for L and L* agree iff b = 0 in which case
Lu=—p 'D(apu) + cu,

B = B*, D(L) = D(L*) and

(Lu,v) = (u, Lv) for all u,v € D(L). (41.40)

(In fact L is a “self-adjoint operator,” as we will see later by showing
(L+Xo) ™" exists for o sufficiently large. Eq. (41.40) then may be used to
deduce (L + /\0)_1 is a bounded self-adjoint operator with a symmetric Green’s
functions G.)

41.5.1 Dirichlet Forms Associated to (L, D(L))

For the rest of this section let a, by, b, co, p € C*(J), with a > 0 and p > 0 on
J and for u,v € H(J), let

E(u,v) == / (au'v" + byuv’ + bou'v + couv) pdm and (41.41)
J

1/2
2 2
el gsy 2= (eI + lll?)

where ||u]|® = (u,u), as defined in Eq. (41.34).
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Lemma 41.37 (A Coercive inequality for £). There is a constant K < oo
such that

€ 0)| < K el sy 0l gy Jor w,v € HY(). (41.42)

Let ag = miny a, ¢ = miny ¢y and B := maxy |b; + bs|, then for u € H'(J),
32
) = P + (e o )l (41.43)
Proof. Let A = max;a, B; = maxy |b;| and Cy := maxy |¢g|, then

|€(u,v)] S/(@\U’\Iv’|+|bll\UI 0] 4 [0 [u'] [v] + [eol [u] [v]) pdm
J
< A |V + Ba Jlull [0l + Bz [[e/[[ [l + Co ul o]

< & (I 4+ ) (1 o)
Let ap = miny a, ¢ = miny ¢ and B := maxy |b; + bs|, then for any ¢ > 0,
E(u,u) = /J (a [/ |” + (by + by) ut + co |u\2) pdm
> ao o'+l = B [ Jul | pam

2, _, 2 B 2, 2
> ag || + & Jull® = 5 (8 w/|* 467 ull*)

B BS\ , ;2 (. B, )
—(ao 2>||u|| +(c 25 >||u|

Taking 6 = ao/B in this equation proves Eq. (41.43). m
Theorem 41.38. Let

b=(by—b), c:=co—p L(ph1), (41.44)
Lu = —p~ (apu') + bu/ + cu and
Bu = (pau’ + pbiu)|,; -

Then for u € H2(.J) and v € H'(.J)
£(u,v) = (Lu,v) + [(Bu)v],,
and for v € H(.J) and v € H2(.J),
E(u,v) = (u, L*v) + [(B*v) ul,, -

Here (as in Eq. (41.35)
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Lo =—p~ " (apu')' = p~" [pbu] + cu
and (as in Notation 41.33)
b
B*v = pav’ + (pb1 + —pa> v = pav’ + pbyv.
a

Proof. Let u € H?(J) and v € H'(J) and integrating Eq. (41.41) by parts
to find

E(u,v) = /J (—pfl (apu’) v — p~t (pbru) v + byu'v + couv) pdm

+ [pau'v + pbruv],y,

= (Lu,v) + [Bu - vly, (41.45)
where
Lu=—p~ ' (apu') — p~ (pbru) + bott’ + cou

=—p  (apu) + (b2 = b1) v + [co — p~ " (pb1)'] u

= —p~(apu') 4 bu' + cu
and

Bu = pau’ + pbyu.

Similarly

E(u,v) = / (—u,zf1 (apv”) 4 byuv’ —up™* (pbov)’ + cmw) pdm
J

+ [(pauv’ + pbauv)],;

= (u, LTv) + [BTU -]

oJ
where
Ltv=—p~ ! (apv’) + b1v' — p~* (pbav) + cou

= —p " (apv) + (b1 —b2) V' + [co — p~" (pba)'] v

= —p " (ap') =00+ [e+ o7 (p(by — b)) | v

=—p~ L (apt) — b0 + [c—p! (pb)/} v=L"0.
and

BYv = (pav’ + pbov) = B*v.
]

Remark 41.39. As a consequence of Theorem 41.38, the mapping

(u,v) —

(a,b1, b5, c0) = E(u,v) = [; (au'v' + byuv’ + byu'v + couv) pdm

is highly non-injective. In fact £ depends only on a, b = by — by and ¢ :=
co—p ' (pb1) on J and by on 9.J.
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Corollary 41.40. As above let (o, ) : 0J — R?\ {0} and let
D(L) = {u € Hz(J) :Bu=ou + pfu=0 on 8J} and
Lu=—p~ ' (apu)) + b/ + cu.

Given \g > 0 sufficiently large, (L + \o) : D(L) — L*(J) and (L* + Xo) :
D(L* ) — L2(J) are invertible and there is a continuous Green’s function
G(z,y) such that

<L+er@r3LG@wﬁ@My

Proof. Let us normalize « so that « = a whenever « # 0. The boundary
term in Eq. (41.45) will be zero whenever

au’ + byu = 0 when v # 0 on d.J.
This suggests that we define a subspace x of H(J) by
x:={u€H"'(J):u=0ondJ where « =0o0n dJ}.

Hence x is either H} (J), H*(J), {u € H'(J) : u(r) =0} or {u € H*(J) : u(s) = 0}.
Now choose a function by € C?(J) such that b; = 3 on 0.J, then set by := b+b;
and co = c+ p~' (pb1)’, then
D(L)=xNn{ue H*(J): Bu=au +bu=0o0ndJ}
and
(Lu,v) = E(u,v) for all w € D(L) and v € .

Using this observation, it follows from Eq. (41.43) of Lemma 41.37, for A
sufficiently large and any u € D(L), that

(L + o) u,u) = E(u,u) + Ao(u,u)
ap 2 (. B’ 2. G0 12
> RII+ (o= g+ 30 ) Bl > Bl
As usual this equation shows Nul(L + Xg) = {0} . Similarly on shows
(u, L*v) = &E(u,v) for all v € D(L*) and u € x

and working as above we conclude that Nul(L* + X\g) = {0} . The remaining
assertions are now proved as in the proof of Corollary 41.24. m
With this result in hand we may now improve on Proposition 41.35.

Theorem 41.41. Let L, B, D(L), L*, B* and D(L*) be as in Proposition
41.85 and v € L*(J). Then there exists g € L?(J) such that

(Lu,v) = (u, g) for all w € D(L) (41.46)
iff ve D(L*) and in which case g = L*v.
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Proof. Choose \g > 0 so that Lo := (L + X\oI) : D(L) — L?(J) is invert-
ible. Then Eq. (41.46) is equivalent to

(Lou,v) = (u, g + Aov) for all w € D(L). (41.47)
Taking u = Ly 'w with w € L?(J) in this equation implies
(w,v) = (Ly w, g + Av) = (w, (Lgl)* (g4 Aov)) for all w € L*(J)

which shows i}
v=(Lg") (g+ Aov). (41.48)

Since (Lou,v) = (u, Liv) for all w € D(L) and v € D(L*), by replacing u by
Ly'u and v by (L)~ " v in this equation we learn

(u, (Le)™! U) = (L 'u,v) for all u,v € L(J).

From this equation it follows that (L)~ = (Ly 1)* and hence from Eq.
(41.48) it follows that v € D (L§) = D(L*).
]






Part XIII

Constant Coefficient Equations






42

Convolutions, Test Functions and Partitions of
Unity

42.1 Convolution and Young’s Inequalities

Letting 0, denote the “delta—function” at z, we wish to define a product (x)
on functions on R™ such that d; * §, = 6,4,. Now formally any function f on
R™ is of the form

f=1 f(x)ddx
RTL

so we should have

fro= [ f@w)isddsdy= [ fa)gy)desydady
Rn xRn R

n xR

=/ f(& — y)g(y)badady
R xR™

N / [ o fla = l/)g(y)dy] Sodz

which suggests we make the following definition.

Definition 42.1. Let f,g : R™ — C be measurable functions. We define
frglz) = A flz—y)g(y)dy

whenever the integral is defined, i.e. either f(x —-)g(-) € LY(R™,m) or f(z —
9)g(-) > 0. Notice that the condition that f(z—-)g(-) € L*(R™,m) is equivalent
to writing | f| * |g| (z) < oo.

Notation 42.2 Given a multi-index o € Z, let |a] = oy + -+ +
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Remark 42.3 (The Significance of Convolution). Suppose that L =3, , < aa0”
is a constant coefficient differential operator and suppose that we can solve
(uniquely) the equation Lu = g in the form

u(z) = Kg(z) == / k(e 9)g(v)dy

n

where k(x,y) is an “integral kernel.” (This is a natural sort of assumption
since, in view of the fundamental theorem of calculus, integration is the inverse
operation to differentiation.) Since 7,L = L7, for all z € R™, (this is another
way to characterize constant coefficient differential operators) and L=} = K
we should have 7, K = K7,. Writing out this equation then says

[ bl = 20)s0)dy = (Kg) (@ - 2) = 7. Kg(o) = (K7.9) (2)
= / k(z,y)g(y — 2)dy = / k(z,y +2)g(y)dy.

Since g is arbitrary we conclude that k(x — z,y) = k(x,y + z). Taking y =0
then gives
k(z,z) = k(x — 2,0) =: p(x — 2).

We thus find that Kg = p * g. Hence we expect the convolution operation to
appear naturally when solving constant coefficient partial differential equa-
tions. More about this point later.

The following proposition is an easy consequence of Minkowski’s inequality
for integrals.

Proposition 42.4. Suppose q¢ € [1,0|, f € L' and g € L9, then f * g(x)
exists for almost every x, fxg € L1 and

1f gl < [1£11 119l -

For z € R" and f : R® — C, let 7.f : R™ — C be defined by 7, f(z) =
flz—2).

Proposition 42.5. Suppose that p € [1,00), then T, : LP — LP is an isomet-
ric isomorphism and for f € LP, z € R" — 71, f € LP is continuous.

Proof. The assertion that 7, : LP — LP is an isometric isomorphism
follows from translation invariance of Lebesgue measure and the fact that
T_, o T, = id. For the continuity assertion, observe that

Im=f =y fll, = 17—y (7= f = Pl = lITey f = [,

from which it follows that it is enough to show 7, f — fin L? as z — 0 € R".
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When f € C.(R"), 7. f — f uniformly and since the K := U|<1supp(7. f)
is compact, it follows by the dominated convergence theorem that 7, f — f in
L? as z — 0 € R™. For general g € L? and f € C.(R"),

-9 — ng < |9 - TZf”p + 7 f - f||p +f - ng
= lImf = fll, +20f =4l

and thus
lim sup [7-9 — gll, < lim sup I f = fll, +201f—gll,=21f—4dl,-
ZzZ— ZzZ—

Because Cc(R") is dense in LP, the term [|f — g[|, may be made as small as
we please. m

Definition 42.6. Suppose that (X, T) is a topological space and p is a measure
on Bx = o(7). For a measurable function f : X — C we define the essential
support of f by

supp, (f) ={z € U:p({yeV: f(y) #0}) >0Vr >V > x}. (42.1)

Lemma 42.7. Suppose (X, 1) is second countable and f : X — C is a mea-
surable function and p is a measure on Bx. Then X := U \ Supp#(f) may
be described as the largest open set W such that fly (xz) =0 for p — a.e. z.
Equivalently put, C := suppu(f) 1s the smallest closed subset of X such that
f=rflc ae.

Proof. To verify that the two descriptions of suppu( f) are equivalent,
suppose supp,,(f) is defined as in Eq. (42.1) and W := X \ supp,,(f). Then

W:{xeX:u({yGV:f(y)#O})—O}

for some neighborhood V of z

=U{V C, X : u(f1y #0) =0}
=U{V C, X: fly =0for p—ae}.

So to finish the argument it suffices to show p (flw # 0) = 0. To to this let
U be a countable base for 7 and set

U ={V elU: fly =0ae.}.

Then it is easily seen that W = Ul and since U is countable p (f1ly # 0) <
dveu, h(flv #0)=0. =

Lemma 42.8. Suppose f,g,h : R"™ — C are measurable functions and assume
that x is a point in R™ such that |f| *|g| (z) < oo and | f|* (|g] * |h]) (z) < oo,
then

1 frg(x)=gx*[f(z)
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2. [ x(gx h)(x) = (f * g) * h(z)
3. If z e R™ and 7.(|f| * |g])(x) = |f] * |g| (x — 2) < o0, then

Tz(f*g)(x) = Tzf*g(x) = f*ng(x)

4. If © ¢ supp,, (f) +supp,,(g) then fxg(x) =0 and in particular, supp,, (f *
g) C supp,,(f) + supp,,(g) where in defining supp,,, (f * g) we will use the
convention that “f x g(x) # 07 when |f| * |g| (z) = oo.

Proof. For item 1.,

1+ 19l (=) :/Rn /1 (z =) lgl (y)dy:/Rn 1) 9l (y — 2)dy = lg| * [ f] (x)

where in the second equality we made use of the fact that Lebesgue measure
invariant under the transformation y — x — y. Similar computations prove all
of the remaining assertions of the first three items of the lemma.

Item 4. Since fxg(z) = f*g(x) if f = f and g = § a.e. we may, by replacing
by flsupp,,(s) and g by glgupp, (o) if necessary, assume that {f # 0} C
supp,, (f) and {g # 0} C supp,,(g). So if @ ¢ (supp,,(f) + supp,,(g)) then
z ¢ {f#0}+{g#0}) and for all y € R”, cither x —y ¢ {f #0} or y ¢
{g # 0}. That is to say either x —y € {f =0} or y € {g =0} and hence
f(z—1)g(y) = 0 for all y and therefore f*g(x) = 0. This shows that fxg =10

on R™\ (suppm( f) + supp,, (g)) and therefore

R™\ (SUPpm(f )+ SUPpm(g)) C R™ \ supp,,(f * 9),

i.e. supp,,(f * g) C supp,,(f) + supp,,,(g). m

Remark 42.9. Let A, B be closed sets of R™, it is not necessarily true that
A + B is still closed. For example, take

A={(z,y):x>0andy >1/z} and B={(z,y):z <0and y > 1/|z|},

then every point of A+ B has a positive y - component and hence is not zero.
On the other hand, for > 0 we have (z,1/xz)+ (—z,1/z) = (0,2/z) € A+ B
for all z and hence 0 € A+ B showing A + B is not closed. Nevertheless if
one of the sets A or B is compact, then A+ B is closed again. Indeed, if A is
compact and z,, = a, + b, € A+ B and z,, — = € R", then by passing to a
subsequence if necessary we may assume lim,, .., a, = a € A exists. In this
case

lim b, = lim (z, —a,)=2x—a€B
n—oo n—oo

exists as well, showing t =a+b € A+ B.

Proposition 42.10. Suppose that p,q € [1,00] and p and q are conjugate
exponents, f € LP and g € L9, then f+g € BC(R"), ||f x4, < ||f\|p Hqu
and if p,q € (1,00) then f g € Co(R™).
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Proof. The existence of f*g(x) and the estimate [f x g| (z) < || f|, [lg]l, for
all x € R" is a simple consequence of Holders inequality and the translation in-
variance of Lebesgue measure. In particular this shows || f * g[, < [/f],ll4ll,-
By relabeling p and ¢ if necessary we may assume that p € [1,00). Since

I (Fx9) = gl =lm=f g fxgl.,
<|mf—fl,llgll, >0asz—0

it follows that f * g is uniformly continuous. Finally if p, ¢ € (1, 00), we learn
from Lemma 42.8 and what we have just proved that f, * g, € C.(R™) where
Jm = flifj<m and gm = gl|g/<m- Moreover,

<F = Famlly gl + 1 fmll, lg = gmll,
<|If = Fmlly llglly + 171, [lg = gmll, — 0 as m — o0

showing f x g € Cy(R™). m

Theorem 42.11 (Young’s Inequality). Let p,q,r € [1,00] satisfy
1
=1+-. (42.2)

If f € LP and g € LY then |f] *|g| (x) < 0o for m — a.e. = and

1 gll, < 171, llglly - (42.3)

In particular L' is closed under convolution. (The space (L', %) is an example
of a “Banach algebra” without unit.)

Remark 42.12. Before going to the formal proof, let us first understand Eq.
(42.2) by the following scaling argument. For A > 0, let fy(z) := f(A\x), then
after a few simple change of variables we find

1A, =AY (£l and (f % g)x = A * ga-

Therefore if Eq. (42.3) holds for some p, g, € [1, 00], we would also have

1F # gll, = AU 9)all, < VAL llgall,
(141/r=1/p=1/)
A PR Nl

for all A > 0. This is only possible if Eq. (42.2) holds.

Proof. Let o, 8 € [0,1] and p1,pa € [0,00] satisfy p; > +py " + 7! = 1.
Then by Hélder’s inequality,
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1 x9@)=| [ o~ vat]
< / Fa =) @) 1 @ =) o) dy

<(/”“—ywkwwawwﬁﬁwfﬁ(/uu—ywwdgumx

1/p2
( st dy)
1/r
= ( / |z — )| |g<y>|“ﬁ>’"dy) A1, lgll5,, -

Taking the r*" power of this equation and integrating on x gives

r (1—a)r (1-B)r « B
2ol < [ ([ 15— o ay) do- 1115, o1,
= 1A= gl G o I Fller, gl G, - (42.4)

Let us now suppose, (1 — a)r = ap; and (1 — §)r = Bps, in which case Eq.
(42.4) becomes,

I1f = gllz < 116, 119115,
which is Eq. (42.3) with

p:=(1l—a)r=ap; and ¢ := (1 — B)r = Bps. (42.5)

So to finish the proof, it suffices to show p and ¢ are arbitrary indices in [1, o0]
satisfying p~! + ¢t =1 +r"L
If «, B, p1, po satisty the relations above, then

a=—" and 8 = !
T+ p1 T+ p2
and 1 1 1r+ 1r+ 1 1 2 1
T T
et IR R
p q D1 T p2 T D1 D2 T T

Conversely, if p, g, r satisfy Eq. (42.2), then let « and § satisfy p = (1 — a)r
and g = (1 — B)r, ie.
r—p

o= :171—7§1and5:
r r

r—4q
r

—1-9<1.
T

From Eq. (42.2), « = p(1— %) >0and 8 =q(1— %) > 0, so that a, § € [0, 1].
We then define p; := p/a and ps := ¢/, then
1 1 1 1 1 1 1 1 1
— =t -=f-ta-t-=-—= 4=
pr p2 T q p T qg T P

as desired. m
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Theorem 42.13 (Approximate ¢ — functions). Let p € [1,00], ¢ €
LYR™), a:= [g, f(x)dz, and for t > 0 let ¢(x) = t~"¢(x/t). Then

1. If f € LP with p < oo then ¢y x f — af in LP ast | 0.

2.If f € BC(R™) and f is uniformly continuous then ||¢; * f — f||.. — 0 as
t]0.

3. If f € L*>® and f is continuous on U C, R™ then ¢y * f — af uniformly
on compact subsets of U ast | 0.

See Theorem 8.15 if Folland for a statement about almost everywhere con-
vergence.

Proof. Making the change of variables y = ¢tz implies

ox 1@ = [ fa—notdn= [ Jo—t)o)d:
so that

o s f(@) ~ ofa) = [ (@~ 12)~ f@)] ()i

_ / e f (@)~ F()] () (42.6)

Hence by Minkowski’s inequality for integrals, Proposition 42.5 and the dom-
inated convergence theorem,

605 £ =afll, < [ lred = £l o)l ds — 0 as L.

Item 2. is proved similarly. Indeed, form Eq. (42.6)

o0+ 1 =afle < [ et = Fllclo(a)]dz

which again tends to zero by the dominated convergence theorem because
limy|o || 7. f — fl|., = 0 uniformly in z by the uniform continuity of f.
Item 3. Let Bgr = B(0, R) be a large ball in R® and K CC U, then
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sup [ * f(x) — af(2)] <

rEK

/ fla—t2) — f(z)] d(2)dz
Br

+ /B (@ —t2) — f(2)] d(2)d=

c
R

< /B oENdz s il 1)~ 1)

rzeK,z€BRr

+20fl [ 1o)1ds

By

<lglly - sup [f(z —tz) = f(=)|

ze€K,z€BRr

2l /| LGS

so that using the uniform continuity of f on compact subsets of U,

limsup sup [0 f(z) ~ af (@)] <2flL, [ 162 dz > 0as B x.
t]0 zeK |z|>R

Remark 42.14 (Another Proof of part of Theorem 42.13). By definition of the
convolution and Holder’s or Jensen’s inequality we have

/n v * ¢y (2)|Pde < /Rn </”(v(a: — y))¢t(y)dy>pdx

< / o — 9)Pe(y)dy dz = [[v][Z,-
R™ xR™

Therefore ||v * ¢¢||L» < ||v||L» which implies v * ¢y € LP. If ¢, € C°(R™), by
differentiating under the integral (see Theorem 42.18 below) it is easily seen
that v * ¢ € C*. Finally for u € C, (R™),

lv—vxellLr < Nlv—ullpe + llu—wxdellLe + |Ju* ¢y — v * ¢t v
<l —w* ¢l Lr + 2[|v — ul| e

and hence
limsup |[v — v * ¢¢| e < 2[Jv —ul e
t10

which may be made arbitrarily small since C. (R™) is dense in L? (R™,m).

e Vtift>0
f(t)_{ 0 ift<0.

Exercise 42.15. Let

Show f € C*(R,]0,1]).
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Lemma 42.16. There erxists ¢ € C°(R™,[0,00)) such that #(0) > 0,
supp(¢) C B(0,1) and fRn o(x)dx = 1.

Proof. Define h(t) = f(1 —t)f(t + 1) where f is as in Exercise 42.15.
Then h € C(R,[0,1]), supp(h) C [-1,1] and h(0) = e~2 > 0. Define ¢ =
Jgn M(|z|*)dz. Then ¢(z) = ¢ “Lh(|z|?) is the desired function. m

Definition 42.17. Let X C R™ be an open set. A Radon measure on Bx is
a measure p which is finite on compact subsets of X. For a Radon measure
w, we let L}, (1) consists of those measurable functions f: X — C such that
fK |f|ldp < oo for all compact subsets K C X.

Theorem 42.18 (Differentiation under integral sign). Let {2 C R"™ and
f:R™ x 2 — R be given. Assume:

1.2 — f(x,y) is differentiable for all y € (2.
2.

811 (z y)’ g(y) for some g such that f|g )|dy < oo.
5. [ 1f(z)ldy < oo.
Then w2 ff(x,y)dy = f % (z,y)dy and moreover if x — %(x,y) is
continuous then S0 18 T — f 5o (2,y)dy.
The reader asked to use Theorem 42.18 to verify the following proposition.

Proposition 42.19. Suppose that f € L}, .(R",m) and ¢ € CHR"), then
f*¢ € CHR™) and 0;(f x ¢) = f * 0;p. Moreover if ¢ € C(R™) then
fxé€Co®.

Corollary 42.20 (C*>° — Uryhson’s Lemma). Given K C_C U C, R,
there exists f € C(R™,[0,1]) such that supp(f) CU and f =1 on K.

Proof. Let ¢ be as in Lemma 42.16, ¢;(x) =t "¢(x/t) be as in Theorem
42.13, d be the standard metric on R™ and € = d(K,U¢). Since K is compact
and U¢ is closed, € > 0. Let Vs = {z € R" : d(z, K) <} and f = ¢ 3% 1y, ,,
then

supp(f) C supp(oe/3) + Veys C Vaeyz C UL
Since Va3 is closed and bounded, f € C°(U) and for z € K,

flz) = /R Lagy,k)<e3 - ej3(x —y)dy = A bes3(x —y)dy = 1.

The proof will be finished after the reader (easily) verifies 0 < f < 1. m
Here is an application of this corollary whose proof is left to the reader.
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Lemma 42.21 (Integration by Parts). Suppose f and g are measur-
able functions on R™ such that t — f(x1,...,%i—1,t,Tiy1,...,%n) and t —
g(z1, ..., Ti—1,t, Tig1, ..., Ty) are continuously differentiable functions on R

for each fixed x = (x1,...,2,) € R™. Moreover assume f - g, % - g and

f- g—xgi are in L'(R™,m). Then

/ af-gdm:f f-agdm
R

n 8.’51‘ Rn 8.’52‘

Exercise 42.22 (Integration by Parts). Suppose that (z,y) € R x R" " —
f(z,y) € C and (z,y) € RxR" ' — g(z,y) € C are measurable functions
such that for each fixed y € R*™!, 2 — f(z,y) and 2 — g(z,y) are continu-
ously differentiable. Also assume f-g, 0. f-g and f-0,¢ are integrable relative
to Lebesgue measure on R x R" ™!, where 9, f(z,y) := %f(m—&—t, Y)|t=0. Show

/ B, (z,y) - gl y)dady = / f(2,y) - Buog(e, y)dudy. (42.7)
RxRn—1

RxRn—1

(Note: this result and Fubini’s theorem proves Lemma 42.21.)

Hints: Let ¢ € C°(R) be a function which is 1 in a neighborhood of
0 € R and set ¢(x) = ¢ (ex). First verify Eq. (42.7) with f(z,y) replaced by
Ye(z) f(z,y) by doing the z — integral first. Then use the dominated conver-
gence theorem to prove Eq. (42.7) by passing to the limit, € | 0.

Solution 42.23 (42.22). By assumption, 0, [¢(z)f(z,y)] - g(z,y) and
VYe(x) f(2,y)0:9(z,y) are in L'(R™), so we may use Fubini’s theorem and
follow the hint to learn

/ dy / 0, [e(2)f (2, )] - 9(e, y)da

R -1 R

. / dy / (@) (@, )] - Bug(z, y)de, (42.8)
Rn—1 R

wherein we have done and integration by parts. (There are no boundary terms
because 1. is compactly supported.) Now

= 61}[}’(61’)]"(%’, y) + we(m)azf(xa y)

and by the dominated convergence theorem and the given assumptions we
have, as € | 0, that

[ ettt gteadsis| < Ce [ 1f(0)- ol )l dody 0

n

- VYe(x)0n f(,y) - g(, y)dxdy — . Oz f(x,y) - g(x,y)dzdy and

- V() f(2,y) - Opg(z,y)dady — . f(x,y) - Opg(x, y)dzdy
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where C' = sup,cp [¢'(x)| . Combining the last three equations with Eq. (42.8)
shows

/ 0o f(2,y) - 9(w,y)dady = — / F (@) - Bug(e, y)dudy
RXR" 1 RXR" 1

as desired.

With this result we may give another proof of the Riemann Lebesgue
Lemma.

Lemma 42.24. For f € L*(R"™,m) let

f© =2 [ fa)e* dm(z)

RTL

be the Fourier transform of f. Then f € Co(R™) and Hf” em)~2|fll, -

n/2

(The choice of the normalization factor, (2w)~"™/2 in f is for later conve-

nience. )

Proof. The fact that f is continuous is a simple application of the domi-
nated convergence theorem. Moreover,

o] < [ 1@l dm() < Cr) 211,

so it only remains to see that f(&) — 0 as |¢] — oc.
First suppose that f € C°(R") and let A = >0, " o

on R™. Notice that Ee’lf'z = —if;e % and Ae* = — |¢]* =7, Using
Lemma 42.21 repeatedly,

/A’“f( Je ™ dm(x /f )Ake= % dm(x Qk/f Je ™€ dm(x)
= —(@0)"2 g f(€)

be the Laplacian

for any k € N. Hence (27)"/? A(§)‘ < |7 HAkal — 0 as [{] — oo and
f € Co(R™). Suppose that f € L'(m) and f, € C°(R") is a sequence such
that limg_oo || f — frll; = 0, then limg o Hf— i
f € Co(R™) because Co(R™) is complete. m

= 0 and hence Hence

Corollary 42.25. Let X C R" be an open set and i be a Radon measure on
Bx.

1. Then C°(X) is dense in LP(u) for all 1 < p < .
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2.If h € L}, (n) satisfies

loc
/ fhdp =0 for all f € C*(X) (42.9)
X

then h(z) =0 for u — a.e. z.

Proof. Let f € C.(X), ¢ be as in Lemma 42.16, ¢; be as in Theorem
42.13 and set 1y := ¢y * (f1x). Then by Proposition 42.19 ¢, € C*°(X) and
by Lemma 42.8 there exists a compact set K C X such that supp(¢;) C K
for all ¢ sufficiently small. By Theorem 42.13, 1)y — f uniformly on X ast¢ | 0

1. The dominated convergence theorem (with dominating function being
| fllo 1x), shows 1Py — f in LP(u) as t | 0. This proves Item 1. because
of the measure theoretic fact that C.(X) is dense in LP(u).

2. Keeping the same notation as above, the dominated convergence theorem
(with dominating function being || f|| |k| 1x) implies

0=l hdp = | limvphdp = hdp.
tlllg/xwtu /thfglbt,u /Xfu

Since this is true for all f € C.(X), it follows by measure theoretic argu-
ments that h = 0 a.e.

42.2 Smooth Partitions of Unity

Theorem 42.26. Let Vi,..., Vi Co R™ and ¢ € C° (UK, Vi) . Then there
k
exists ¢p; € C°(V;) such that ¢ =" ¢;. If $ > 0 one can choose ¢; > 0.

Proof. The proof will be split into two steps.

1. There exists K; CC V; such that supp ¢ C UK. Indeed, for all x € supp ¢
there exists an open neighborhood N, of z such that N, C V; for some
j and N, is compact. Now {Nz}zesupp ¢ covers K := supp ¢ and hence
there exists a finite set A CC K such that K C UzeaN;.. Let K; =
U {Nm cx€Aand N, C Vj} Then each K is compact, K; C V; and

k

suppp = K C |J Kj.
j=1

2. By Corollary 42.20 there exists ;€ C°(V;,[0,1]) such that ¢; := 1 in
the neighborhood of K;. Now define
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1 = P

P2 = (¢ — ¢1)h2 = ¢(1 — Y1 )ab2

$3 = (¢ — ¢1 — d2)3 = {(1 — 1) — (1 — 1) }e)3
= (1 — 1) (1 — th2)ihs

Or=(0— 01— P2 — - — dp_1)s
=o(1—1)(1 —¢2) ... (1 — Yr—1)¢s

By the above computations one finds that (a) ¢; > 0 if ¢ > 0 and (b)
p—d1— G2 — - = = (1 —Y1)(1 —tha) ... (1 —¢) = 0.

since either ¢(z) =0 or « ¢ supp¢ = K and 1 — ¢;(x) = 0 for some .

Corollary 42.27. Let Vi,..., Vi Co R™ and K be a compact subset of Uf:ﬂ/;.
Then there exists ¢; € C°(V;,[0,1]) such Zle ¢ <1 with Zle ¢; =1 on
a neighborhood of K.

Proof. By Corollary 42.20 there exists ¢ € C2°(UF_,V;,[0,1]) such that

¢ =1 on a neighborhood of K. Now let {¢;}*_; be the functions constructed
in Theorem 42.26. m






43

Poisson and Laplace’s Equation

For the majority of this section we will assume 2 C R™ is a compact manifold
with C? — boundary. Let us record a few consequences of the divergence
theorem in Proposition 22.30 in this context. If u,v € C%(£2°) N C*(£2) and
[ |Au|dz < co then

0

/Au-vdm: —/Vu-Vvdm—i—/v%da (43.1)
n
2 2 o9

and if further [{|Au|+ |Av|}dz < oo then
o)

ou Ov
/(Auv — Avu)dm = / (v% - %u> do. (43.2)
2 o0

Lemma 43.1. Suppose u € C?(02°) N CY(2), Au=0 on 2° and u = 0 on
092. Then u = 0. Similarly if Au =0 on £2° and Op,u = 0 on OS2, then u is
constant on each connected component of {2.

Proof. Letting v = u in Eq. (43.1) shows in either case that
ou 2
0=— [ Vu-Vudm+ ua—do =— [ |Vul|” dm.
n
2 o9 Q

This then implies Vu = 0 on £2° and hence u is constant on the connected
component of £2°. If u = 0 on 942, these constants must all be zero. m

Proposition 43.2 (Laplacian on radial functions). Suppose f(z) =
F (z|), then

Af@) = ——= L 1P )| = Pl +

r=|z|

(n—-1)
||

F'(lz).  (43.3)

\3
3
L

1y

S
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In particular AF (|z]) = 0 implies <(r"~'F'(r)) = 0 and hence F'(r) =
Arl=m. That is to say

_[ArPT" 4+ Bifn#£2
F(r) = { Alnr+ B ifn=2.

Proof. Since (0,f)(x) = F'(|z[) Ovlz| = F'(|z[)d - v where & = {5,
Vf(x) = F'(|z|)2. Hence for g € CL(R"),

Af(x)g(x)de = — | Vf(z)-Vg(x) du
Rn Rn
= —/n F'(r)&-Vg(rz) dx
= _/ F’(r)dig(rw) " Ldr do(w)
S7=1x[0,00) T

:/ i(7‘"711*—”(7“))‘(;(7‘w)d7" do(w)
Sn=1x[0,00) dr

rh= T

1 d n— n—
:/5 i T (r"LE'(r)) grw)r™ dr do(w)
n—1x[0,00)

:/Tn—l_l %(r"‘lF’(T)) g(x) dz.

B r=|z|

Since this is valid for all g € C}(R"), Eq. (43.3) is valid. Alternatively, we
may simply compute directly as follows:

£f(@) = V- [F'(|e)2) = VF'(a]) - &+ F'(2])V - &
= F/(je)i - d+ F(a)V - o
= Pl + e { - 2o

(n—1)

=F"(|lz]) + F'(|z)).
|z
| ]
Notation 43.3 Fort > 0, let
1 B
at) := an(t) = cy { It ifn—2, (43.4)
D S 9
where ¢, = { (n=2)o(S"~1) Zf n# Also let
—5- if n=2.
1 .
= = = |y|n72 Zf n # 2
) = o) =) = o { T 77 7 (13.5)
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An important feature of « is that

s —(n—2)mrifn#2 1 1
a(t)—cn{ 1 ifn=2" " o1 T (43.6)

for all n. This then implies, for all n, that
1 1 1 1

——— = ———— 57
PR S

Vo(z) = Vo (|z)] = o/ (jz))2 =

One more piece of notation will be useful in the sequel.

Notation 43.4 (Averaging operator) Suppose 1 is a finite measure on
some space 2, we will define

ZZ[ fp = ﬁ /Q fdp.

For example if 2 is a compact manifold with C? — boundary in R™ then

ff( D = s [ f@te = s [ f(@e

1 1
a]if do = 50 /39 flw)de = Area(@2) Joo ! (w)dz

Theorem 43.5. Let {2 be a compact manifold with C?*- boundary, u €
C?(£2°) N CH(R2) with [, |Au(y)|dy < co. Then for x € 2

u<x>=8£ (660~ 0G0 — w52 ) do /w— )u(y)dy
(43.8)

and

Proof. Let ¢(y) := ¢(z — y) and € > 0 be small so that B,(e) C 2 and
let 2. := 2\ B,(e), see Figure 43.1 below.
Let us begin by observing

/ Uly) dy = / M% a(S" 1)/0 Tn12 r"=tdr

|z—y|<e ly|<e

62

=o(S" ) /Oerdr = 0(5"71)5

when n # 2 and for n = 2 that
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R

Fig. 43.1. Removing the region where v is singular from (2.

/ Y(y) dy = / In |y| dyzo(Sl)/(:rlnr dr

|z—y|<e ly|<e

1 1,]°
=27 |=r’lnr — ~r?| =7 [lne—1/2].
2 1,

This shows ¢ € L},.(£2) and hence that »Au € L*(£2) and by dominated
convergence theorem,

[ uw) dy =t [ vwsu) d
n £

Using Green’s identity (Eq. (43.2) and Proposition 43.2) and Ay = 0 on {2,
we find

15 0
/AU(y)w(y) dy = /A¢(y)U(y) dy + / (wa—z - a%f“) do
2 [0 80,
_ ou 9
/ ( on  0On ) d
o0
ou 0
+ / a_z - a—:fu) do. (43.9)
80N\00

Working on the last term in Eq. (43.9) we have, for n # 2,
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[ o0 0= [ ve+e) fre o)
0B(,e) ly|=e

= / w(x+ew)a T+ ew)e" tdo(w)

u
7

= — (2 + ew)e" tdo(w)

Similarly when n = 2,

ou ou
/ Y(y) 8_n(y> =e€lne / %(.ﬁ + ew)do(w) = 0ase ] 0.
OB(z,€) |w]=1

—

Using Eq. (43.7) and n(y) = —(y — z) as in Figure 43.2 we find

NP e

/
- A _—
—_ Q .
_— N
/ \

/

Fig. 43.2. The outward normal to {2 is the inward normal to B(z,¢).

o 1 1 —
o) = Vubly =) 00) = — e (v =) (== )
_ 1t (43.10)

O-(Sn—l) En—l

and therefore

. / 0 2 oy = ! / u(y)do(y)

On (ST ent
002\00 OB(z,€)

S u(r + ew)do(w) — —u(z) ase | 0

|w]=1
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by the dominated convergence theorem. So we may pass to the limit in Eq.
(43.9) to find

[ vt sutay = [ ()5 w52 ) dots) - ute)
2

[210]

which is equivalent to Eq. (43.8). m
The following Corollary gives an easy but useful extension of Theorem
43.5It will be us

Corollary 43.6. Keeping the same notation as in Theorem 43.5. Further as-
sume that h € C%(£2°)N C*(2) and Ah =0 and set G(y) == ¢(x —y) + h(y).
Then we still have the representation formula

u(z) = / (G(y)%(y)—u(y)agfly)>da— ! Gly)Auly)dy.  (43.11)

o

Proof. By Green’s identity (Proposition 22.30) with v = h,

ou 0h
/Au hdm = /(Auh — Ah u)dm = / (h% - %u> do,
2 2

o8

ou 0Oh
0= —/Au h dm + / <h% - %u> do. (43.12)
Q o)

Eq. (43.11) now follows by adding Eqgs. (43.8) and (43.12). m

i.e.

Corollary 43.7. For all u € C%(R"),

~ . Au(y)e(y)dy = u(0). (43.13)

Proof. Let 2 = B(0,R) where R is chosen so large that supp(g) C {2,
then by Theorem 43.5,

w0) = [ (60 5e 0~ w552 ) do ~ [ otsutsdy
o1 Y 2
— - [ o)Lt

Remark 43.8. We summarize (43.13) by saying —A¢ = 4.
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Formally we expect for reasonable functions p that
Alpxp)=Apxp=—d*xp=—p.

Theorem 43.9. Suppose 2 C, R™, p € C?(2) N L*(2) and

/¢w— y)dy = (¢ * Lop) (),

then
—Au=p on {2.

Proof. First assume that p € C2(£2) in which case we may set p := 1op €
C2(R™). Therefore

1 1
u(r) = /n P(Q)Wdy = /n p(z — y)Wdy

and so we may differentiate under the integral to find
Rﬂ

where the last equality follows from Corollary 43.7.
For p € C*(2)NLY(2) and z¢ € £2, choose o € C2°(£2, [0, 1]) such that o =
1 in a neighborhood of g and let 5 : =1 — . Then u = (¢ * ap) + (¢ * flp)
and so
Au=A(pxap)+ A(p*[lap). (43.14)

By what we have just proved
A *ap)(x) = — (ap) () = —p(zx) for z near xg. (43.15)
Since 8 = 0 near zy and
(04 81an) @) = | oo =98P,
we may differentiate past the integral to learn
Ao+ Blan) (0) = [ Adle = )8wpla)dy =0 (43.16)

for « near z(. and this completes the proof. The combination of Egs. (43.14
— 43.16) completes the proof. m
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43.1 Harmonic and Subharmonic Functions

Definition 43.10 (HarmonicFunctions). Let 2 C, R". A function u €
C?(02) is said to be harmonic (subharmonic) on 2 if Au =0 (Au > 0)
on {2.

Because of the Cauchy Riemann equations, the real and imaginary parts
of holomorphic functions are harmonic. For example 22 = (22 — y?) + 2izy
implies (2% — y?) and xy are harmonic functions on the plane. Similarly,

e® = e cosy + ie” siny and
In(z) =lnr+ 0
implies
e’ cosy, e”siny, Inr, and 6(x,y)

are harmonic functions on their domains of definition.

Remark 48.11. If we can choose h in Corollary 43.6 so that G = 0 on 0f2,
then Eq. (43.11) gives

9G(y)
u(z) = — | Gly)Au(y)dy — | u——=do (43.17)
! / ov

a1

which shows how to recover u(z) from Aw on 2 and w on 9(2. The next
theorem is a consequence of this remark.

Theorem 43.12 (Mean Value Property). If Au=0 on 2 and B(z,r) C
2 then

u(x) ~@B(.1) / u(y) do(y) ][ u do (43.18)
dB(z,r) OB(x,r)
More generally if Au >0 on (2, then
u(z) < ][ u do (43.19)
OB(z,r)

Proof. For y € B(x,r),

G(y) = oz —y) —a(r) = a(jz —y|) — ar)

where « is defined as in Eq. (43.4). Then G(y) = 0 for y € 0B(z,r) and
G(y) > 0 for all y € B(x,r) because « is decreasing as is seen from Eq. (43.6).
From Eq. (43.10) (using now that n is the outward normal to B(z,r)),

oG 1
%($+TW) = *W fOI‘ ‘(JJ| = 1
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and so according to Eq. (43.17) we have

1
OB (z,r) B(z,r)
= u do — / G(y)Au(y)dy. (43.20)
OB(z,r) B(z,r)

This completes the proof since G(y) > 0 for all y € B(z,r). ®

Remark 483.18 (Mean value theorem). Assuming B(z, R) C {2 and multiplying
Eq. (43.18) (Eq. (43.19)) by

o(0B(x,r)) = o(S" 1)t

and then integrating on 0 < r < R, implies

R
u(pm(B ) = (or <) [“ar [ uw)dot
OB(z,r)
R
:/ dr r"t / u(z + rw) do(w) :/ udm.
0 B(z,R)
Sn—1
Therefore if Au =0 or Au > 0 then
u(z) = ][ udm or u(z) < ][ udm respectively (43.21)

B(z,R) B(z,R)

for all B(z,R) C {2.

Proposition 43.14 (Converse of the mean value property). If u €
C(£2) (or more generally measurable and locally bounded) and

u(x) = ]l u(y)do(y) (43.22)
OB (z,r)

for all x € £2 and r > 0 such that B(z,r) C £2, then u € C*(£2) and Au = 0.
Similarly, if u € C*(£2) and z € 2 and

u(z) < ][ u(y)do(y) (43.23)

OB (z,r)

for all v sufficiently small, then Au(z) > 0.
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Proof. First assume v € C(§2) and Eq. (43.22) hold which implies

u(zx) = ][u(:c + rw)do(w) (43.24)
s

for all z € £2 and r sufficiently small, where S = S”~! denotes the unit sphere
in R™. Let n € C*(R™, [0, 00)) such that n(0) > 0 and

1= /n(|x\2)dx=U(S)/ n(r*)r™tdr
R™ 0
and for € > 0 let n.(z) = ¢ "n (If—f) € C*(R™) and u.(z) = 7 * u(x).
Then for any xg € {2 and € > 0 sufficiently small, u, is a well defined smooth
function near xq. Moreover for x near xy we have

w) = [ e gty = [ drmt [ oo+ rojdote)

Jw]=1

:/Ooodrr"_l / ey (Z-j) u(z + rw)do(w)

= u(z)o(S) /0 T dr ey <:—z) = u(z)

which shows wu is smooth near xg.
Now suppose that u € C?, and u satisfies Eq. (43.23), z € 2 and |r| < ¢
with e sufficiently small so that

Fr) = ][ w do = ][u(:c+m)da(w)

OB(z,r) Sn—1
is well defined. Clearly f € C? (—e,¢€), f is an even function of r so f/(0) = 0,
f(0) = u(z) and f(r) > f(0). From these conditions it follows that f”(0) >0
for otherwise we would find from Taylor’s theorem that f(r) < f(0) for 0 <
|r] < e. On the other hand
0<£0)= | (@2u) (2)io(e)
Sn—1
= ][ (0;05u) (x)w;w;do(w)
Sn—1
1
— (0:0yu) (2)y; ][ Wdo(w) = = Au(x). (43.25)

Sn—1
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wherein we have used the symmetry of do on S”~! to conclude
][ wiwjdo(w) =01if i # j
Snfl

and

[ etao)=13 [ o)

Sn—1 Jj=1 Sn—1

1 1
_1 ][ w|? do(w) = - ¥ i.
n n
Snfl

Alternatively, by the divergence theorem,

F wwdot) = wie; nw)io(e)

Sn—1 Sn—1
=,
a(sn=1) B(0,1) (ie))
= (B0, 1), = 14,
- O-(Sn—l) ) KA
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This completes the proof since if u satisfies (43.22) then f is constant and it

follows from Eq. (43.25) that Au(z) = 0.

Second proof of the last statement. Now that we know u is C? we

have by Eq. (43.20) that
/ G(y)Au(y)dy = ][ udo—u(z) >0
B(z,r) 9B(z,r)
and since with « as in Eq. (43.4),

/ G(y)Au(y)dy = / G(z +y)Au(z +y)dy
B(z,r) B(0,r)

= /T p"_ldp/ dwG(z + pw)Au(x + pw)
0 n

= [ " dp(alp) — olr)) / dolu(z + )
O n

~ Au(z)o(5") / " ldp (a(p) — a(r)

T T

- St {1 )

nrn—2
= b, r? Au(z)
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where b,, is a positive constant. From this it follows that Au(x) > 0.
Third proof of the last statement. If u € C?(f2) satisfies expand
u(z + rw) in a Taylor series

2
w(z 4 rw) = u(z) + rVu(z) - w + %Bgu(x) + o(r?),
and integrate on w to find

udo = ][ u(z + rw)do(w)
9B(z,r) Sn—1

= ][ {u(x) +rVu(zr) - w+ TQ%aiu(x) +...|do(w)
Sn—1

= u(z) + %T‘QAU(J}> + o(r?).
Thus if u satisfies Eq. (43.22) Eq. (43.23) we conclude
u(z) = u(z) + %7’2Au(:ﬂ) + o(r?) or
u(z) < ulx) + %7’2Au(:ﬂ) + o(r?)

from which we conclude Au(z) = 0 or Au(z) > 0 respectively.

Fourth proof of the statement: If u satisfies Eq. (43.22) then Au = 0.
Since we already know w is smooth, it is permissible to differentiate Eq. (43.24)
in r to learn,

0= Vu(z + rw) - w do(w) = ][ %(m + rw) do(w)
Sn—1 Sn—1
1

1
= - . = - A .
(G Ty / Vu-n do F(Sr )T / u dm
OB(x,r) B(z,r)

Dividing this equation by r and letting r | 0 shows Au(z) =0. m

Corollary 43.15 (Smoothness of Harmonic Functions). If u € C?(12)
and Au = 0 then u € C®(£2). (Soon we will show u is real analytic, see
Theorem 43.16 of Corollary 43.34 below.)

Theorem 43.16 (Bounds on Harmonic functions). Suppose u is a Har-
monic function on 2 C R™, xy € 2, a is a multi-index with k := |a| and
0 < r < dist(z,,012). Then

Cr

o Ck
[D%u(zo)l < g lullpr (Bao,ry) < WHUHU(Q)

(43.26)

(271+1n k‘)k

where C, = )

. In particular one shows that u is real analytic in 2.
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Proof. Let n.(x) be constructed as in the proof of Proposition 43.14 so
that u(x) = u * ne(x). Therefore, D*u(x) = u,D*nc(x) and hence

[D%u(o)| < [lull L2 (Bewo,en [ D Nell -

Now 1
a -n @ r
D%y(z) =€ —(Dn) (=)
gl ‘ €
so that
« —-n 1 o7 x 1 o 1
[D%ne(@)] = "7 |(D W)(z)) = Coporm = Corarn

where the last identity is gotten by taking e comparable to r. Putting this all
together then implies that

« 1 (07
[D%u(zo)| < =y ID*nllz= llull 22 (3o,
which is an inequality of the form in Eq. (43.26). To get the desired constant

we will have to work harder. This is done in Theorem 7. on p. 29 of the book.
The idea is to use D®u is harmonic for all « and therefore,

D%u(xg) = ][ D%udm = ][ d;DPudm,
) B(

B(zo,p x0,p)
n
= 9; DPudm
O-(Sn—l)pn \/B(m’g,p) ’

n

J(Snil)pn /{;B(mo,p)

so that n
|D%u(zg)| < ; ||Dﬁu||L°°(B(:Co,P))

and for o = 0 and = € B(zg,7/2) we have

1 2\"
lu(z)| < ][ lul dm < B0, 1)| (;) lull L1 (Bgr) -
B(z,r/2)

Using this and similar inequalities along with a tricky induction argument one
gets the desired constants. The details are in Theorem 7. p. 29 and Theorem
10 p.31 of the book. (See also Corollary 43.34 below for another proof of
analyticity of v.) m

Corollary 43.17 (Liouville’s Theorem). Suppose u € C?(R"), Au = 0
on R™ and |u(z)] < C(1 + |z|V) for all x € R™. Then u is a polynomial of
degree at most N.
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Proof. We have seen there are constants C|,| < oo such that

o 1
|D%u(z0)| < Clallullrr (o, —gyar

~ . 1
< Ol [l Lo (Bwo,r)) ~ntlal
(1+r)

T|0“

=C

—0asr— o0

when if |&] > N. Therefore D*u := 0 for all || > N and the the result follows
by Taylor’s Theorem with remainder,

wry= Y Duleole w0
la| <N '

Corollary 43.18 (Compactness of Harmonic Functions). Suppose 2 C,
R” and u,, € C%(£2) is a sequence of harmonic functions such that for each
compact set K C {2,

Ck :zsup{/ |un|dm:n€N}<oo.
K

Then there is a subsequence {v,} C {u,} which converges, along with all of
its derivatives, uniformly on compact subsets of £2 to a harmonic function wu.

Proof. An application of Theorem 43.16 shows that for each compact set
K C (2, sup,, |Vuy,| Loe (i) < 00 and hence by the locally compact form of the
Arzela-Ascolli theorem, there is a subsequence {v,} C {u,} which converges
uniformly on compact subsets of 2 to a continuous function u € C(§2). Passing
to the limit in the mean value theorem for harmonic functions along with the
converse to the mean value theorem, Proposition 43.14, shows w is harmonic
on {2. Since v, — wu uniformly on compacts it follows for any K CC {2
that [, |u —v,|dm — 0. Another application of Theorem 43.16 then shows
D*v,, — Dy uniformly on compacts. m

In light of Proposition 43.14, we will extend the notion of subharmonicity
as follows.

Definition 43.19 (Subharmonic Functions). A function u € C(£2) is said
to be subharmonic if for all x € 2 and all r > 0 sufficiently small,

u(z) < ][ u do.
OB (z,r)

The reason for the name subharmonic should become apparent from Corollary
438.26 below.
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Remark 43.20. Suppose that u,v € C({2) are subharmonic functions then so
is u + v. Indeed,

u(z) +v(z) < ][ u do + ][ v do = ][ (u+v)do.
OB (z,r) 9B (z,r) OB (z,r)

Theorem 43.21 (Harnack’s Inequality). Let V' be a precompact open and
connected subset of 2. Then there exists C = C(V, §2) such that

supu < Cinfu (43.27)
% 14

for all non-negative harmonic functions, u, on {2.

Proof. Let r = 1dist(V, 2°) and z € V (as in Figure 43.3) and |y — z| < r,

<L

Hr

Fig. 43.3. A pre-compact region V' C (2.

then by the mean value equality in Eq. (43.21) of Remark 43.13,

1
u(z) = ][ u(z)dz:W / u(z)dz

B(x,2r) B(z,2r)
> 1 / u(2)dz = L ][ u(z)dz = iu( )
= m(B(0,1)(2r)" ~ o ~on W)
B(y,r) B(y,r)

see Figure 43.4. Therefore
1
u(zx) > 2—nu(y) for all x,y € V with |z —y| < r. (43.28)

Since V is compact there exists a finite cover § 1= {W; M, of V consisting of
balls with of radius r» with centers z; € V.
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Fig. 43.4. Nested balls.

Claim: For all x,y € V, there exists a chain {Bi}le C S of distinct balls
such that x € By, y € By and B;NB;y1 #¢ foralli=1,...,k—1.

Indeed, by connectedness of V there exists v € C(]0,1],V) such that
~(0) = x while (1) = y. For sake of contradiction, suppose

T :=sup{t € [0,1] : 3 a chain as above > ~(t) € Br} < L.

Since there are only finitely many possible chains (at most 224:1 (ML_'W) there

must be a chain {Bi}le C & such that y(T) € By. Let Byy1 € S such that
Bit1 3 Y(T). If Byy1 = Bj with j <k, then {B;}/_; C S is a chain such that
7(T) € Bj. Otherwise, since ¥(T) € Bj41 N By, it follows that By, 1N By # ()
and {Bi}fill C S is a chain such that y(T') € Byy1. In either case we will
have violated the definition of 7" and hence we must conclude 7" = 1. This
proves the claim, since again using the fact that there are only a finite number
of possible chains, there must be at least one chain for which (1) € By.

To complete the proof, for any z,y € V use a chain as in the above claim
to find a sequence of points {xj}j.vzl CcV with N <2M, z; =z, zy =y and
|x;+1 — 2;] < r for all i. Then by repeated use of Eq. (43.28) we may conclude

uly) < (2")*" u(a).

Since x,y € V are arbitrary, this equation implies Eq. (43.27) with C := 2™,
n

Remark 48.22. It is not sufficient to assume u is sub-harmonic in Theorem
43.21. For example if M > 0, then u(z) = Mz? + 1 is sub-harmonic on R,
inf(_; 1yu = 1 while sup(_; ;yu = M + 1. Since M is arbitrary, this would
force C' = .

Also it is important that {2 is connected. Indeed, if 2 = 21 U {25 with (2,
and (25 being disjoint open sets, then let © =1 on {2, and u = M on {2 for
any M > 0. This function is harmonic on {2 and hence C' > M for all M > 0,
ie. C =o0.
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Theorem 43.23 (Strong Maximum Principle). Let £2 C R" be connected
and open and u € C(£2) be a subharmonic function (see Definition 43.19). If

M = sup u(x) is attained in 2 then u := M. (Notice that u € C?(£2) and
e
Au = 0, then w is harmonic and hence in particular sub-harmonic.)

Proof. Suppose there exists € §2 such that M = u(z). If € > 0 is chosen
so that B(z,e) C §2 as in Figure 43.1 and u(y) < M for some y € 9B(x,¢),
then by the mean value inequality,

M =u(z) < ][ u(y)do(y) < M

OB(z,€)

which is nonsense. Therefore u := M on dB(z, €) and since € € (0, dist(x, 012))
we concluded that w := M on B(z,R) provided B(z,R) C (2. Therefore
{z € 2 : u(z) = M} is both open and relatively closed in {2 and hence
{z € 2:u(z) = M} = 12 because {2 is connected. ®

Corollary 43.24. If 2 is bounded open set u € C(§2) is subharmonic, then

M :=maxu(z) = max u(x).
zen? zebd(2)

Again this corollary applies to u € C(£2) N C%(£2) such that Au = 0.

Proof. By Theorem 43.23, if € (2 is an interior maximum of u, then
u = M on the connected component (2, of §2 which contains x. By continuity,
u is constant on {2, and in particular u takes on the value M on bd(f2). m

Corollary 43.25. Given g € C(bd($2)), f € C(£2) there exists at most one
function u € C*(2) N C(2) such that Au = f on 2 and u = g on bd(£2).

Proof. If v € C%(£2) N C(£2) is another such function then w :=u — v €
C?(2)NC () satisfies Aw = 0 in 2 and w = 0 on bd(§2). Therefore applying
Corollary 43.24 to w and —w implies

maxw(z) = max w(z)=0and minw(z) = min w(z)=0.
€N z€bd(£2) e z€bd ()

|
Corollary 43.26. Suppose g € C(bd(£2)) and u € C?(£2) N C(f2) such that

Au = 0 on 2. Then w < u for any subharmonic function w € C(£2) such
that w < g on bd(£2).

Proof. The function —u is subharmonic and so is v = w — u by Remark
43.20. Since v = w — g < 0 on bd(£2), it follows by Corollary 43.24 that v < 0
on {2,ie.w<gon 2 m
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43.2 Green’s Functions

Notation 43.27 Unless otherwise stated, for the rest of this section assume
2 C R" is a compact manifold with C? — boundary.

For z € (2, suppose there exists h € C%(£2°) N C*(£2) which solves

Ahy =0 on 2 with hy(y) = ¢(x — y) for y € 012. (43.29)
Hence if we define
G(2,y) = 62(y) — ha(y) (43.30)
then by the representation formula (Eq. (43.11) also see Remark 43.11) implies
u(z /G z,y)Au(y) dy — / (y) do(y) (43.31)
o9

for all u € C%(2°) N C1(£2).
Throughout the rest of this subsection we will make the following assump-
tion.

Assumption 2 (Solvability of Dirichlet Problem) We assume that for
each g € C(092) there exists h = hy € C?(£2°) N CY(£2) such that

Ah =0 on 2 with h = g on 0f2.

In this case we define G(x,y) as in Eq. (43.80). We will (almost) verify that
this assumption holds in Section 43.5 below. The full verification will come
later when we study Hilbert space methods.

Theorem 43.28. Let G(x,y) be given as in Eq (43.30). Then

1. G(z,y) is smooth on (£2° x 2°)\A where A = {(z,x) : x € 2°}.

2. G(z,y) = Gy,x) for all x,y € £2. In particular the function h(x,y) :=
h(y) is symmetric inx,y and x € 2° — h, € C(£2) is a smooth mapping.

3. If 2 is connected, then G(z,y) > 0 for all (z,y) € (£2° x 2°)\A.

Proof. Let ¢ > 0 be small and 2, := 2\ (B(z,¢) U B(z,€)) as in Figure
43.5, then by Green’s theorem and the fact that A,G(z,y) =0if y # «,

0= [ 8,666 vy

- / (FRC 06 - Gl G o)) do

982

+ /G(w,y)AyG(z,y)dy
0.
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Fig. 43.5. Excising the singular region from (2.

Since G(z,y) and G(z,y) = 0 for y € 942, the previous equation implies,

0 0
GGG (1)~ Gl9) oGl | do =0,
/B(B(LG)UB(Z,E)). {8ny ony
We now let € | 0 in the above equations to find
. 0p(x —y) . 0
liry Gz (y) =t | ¢ ) 00z 1) do.
O(B(x,¢€)) AB(z,€)
(43.32)
Moreover as we have seen above,
lﬁiﬁ)l G(Jc,y)ainyd)(z —y) do = G(z, z) and
OB(z,€)
i %@”G(z, y)do(y) = G(z )
3(B(,e€))

and hence G(z,z) = G(z,z). Since G(x,y) = ¢(z —y) — ho(y) and ¢(z —y) =
¢(y — x) it follows that h;(y) = hy(z) =: h(x,y). Therefore y — h,(y) and
x — hg(y) are smooth functions. Now by the maximum principle (Theorem
43.23):
_ < _
Iha(y) — h=(y)| < max [ha(y) — h:(y)]

= —y) — — 0 as .
ma [0z — ) — (=~ 9)] — 0 s 0 — »
Therefore the map x € 2 — h, € C(£2) is continuous and in particular the
map (x,y) — h(z,y) is jointly continuous. Letting n be as in the proof of
Proposition 43.14, we find
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W) = [ 1@ wn(e )i
— [ W@ a7 nle - B) &5 d
2%

from which it follows that in fact h is smooth on {2 x {2.

It only remains to show z — h, € C(£2) is smooth as well. Fix x € 2 and
for v € R", let H, € C?(02°) N C'(£2) denote the solution to

AH, =0on 2 with H,(y) =v - V¢(z —y) for y € 912.
Notice that v — H,, is linear and by the maximum principle,
Hhr+v —ha — HUHLOO(Q) < Hhx+v —ha — Hv”Loo(aQ)
=l¢z+v—1)—d(x—-)—v Vo — )l p~(a0) -

Now,
pzt+v—y)—dlx—y)—v- Vo(x —y)
= /01 [Vo(x +tv —y) — Vé(x — y)] - vdt
so that, by the dominated convergence theorem,
oz +v—-) =z =) —v-Vox —)|[L=00)

1
< ol / IV6(z + to — ) = V(@ — ) 1 (g2 dt = 0 J0])

This proves x — h,, is differentiable and that d,h, = H,. Similarly one shows
that © — h, has higher derivatives as well.

For the last item, let = € 2° and choose € > 0 sufficiently small so that
B(z,e) C 2°\ {y} and G(z,z) > 0 for all z € B(z,¢). Then the function
u(y) := G(z,y) is Harmonic on 2°\ B(z,¢€), u € C(2\ B(x,¢)), u =0 on 92
and u > 0 on 9B(z, ¢). Hence by the maximum principle, 0 < u on 2\ B(x, €)
and since u is not constant we must also have u > 0 on £2°\ B(z, ¢). Since € > 0
was any sufficiently small number, it follows G(z,y) > 0 for all y € 2°\ {z}.
[

Corollary 43.29. Keeping the above hypothesis and assuming p € C*(£2°) N
LY(2) and g € C(012), then there is (a necessarily unique) solution u €
C2(2°)NC(N) to

Au = —p with u =g on 02 (43.33)

which is given by Eq. (43.31).

Proof. According to the remarks just before Eq. (43.31), if a solution to
Eq. (43.33) exists it must be given by
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u(z) = / G(x,y)ply) dy — / g—i(x,y) g(y) do(y). (43.34)
(9] o1

From Assumption 2, there exists a solution v € C2%(£2) N C'(£2) such that
Av =0 and v = g on 92. So replacing u by u — v if necessary, it suffices to
prove there is a solution u € C%(£2°) N C(£2) such that Eq. (43.33) holds with
g = 0. To produce this solution, let

ulz) = / Gz, y)oly) dy = / o(z — y)oly) dy — H(x)
2 (9]

where

() = [ hanom)dy.
Using the result in Theorem 43.28, one easily shows H € C*°(£2°)NC*(£2)and
AH = 0. By Theorem 43.9,

A, / o(z — y)p(y) dy = —p(z) for = € 2
0

and therefore u € C?(2) and Au= —p. =

Remark 48.30. Because of the maximum principle, for any x € (2 the map

g € C(092) — hy(x) € C(£2) is a positive linear functional. So by the Riesz
representation theorem, there exists a unique positive probability measure o,
on 02 such that

hy(z) = / o(y)doa(y) for all g € C(A9).
o2

Evidently this measure is given by

do.(y) = —ﬁ(w,y)dd(y)

On,
and in particular ,g_ri (z,y) >0 for all z € 2 and y € 912. It is in fact easy
to see that _g_ri (z,y) > 0 for all x € 2 and y € 912

43.3 Explicit Green’s Functions and Poisson Kernels

In this section we will use the method of images to construct explicit formula
for the Green’s functions and Poisson Kernels for the half plane!, H" = {z €

! We will do this again later using the Fourier transform.
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R" : z,, > O}and Balls B(0,a). For z = (2/,2) € R"™! x (0,00) = H" let
Rz := (2, —2). It is simple to verify |z —y| = |Rx — y| for all z € H™ and
y € OH™. Form this and the properties of ¢, one concluded, for x € H", that
hy(y) := é(y — Rz) is Harmonic in y € H" and h,(y) = ¢(z — y) for all
y € OH". These remarks give rise to the following theorem.

Theorem 43.31. For z,y € H”, let
G(z,y) == oy —z) — ¢y — Rx) = ¢(y — z) — ¢(Ry — ).
Then G is the Greens function for A on H™ and

oG 2%y, 1 n —
K(z,y) = —%(x,y) =56 ooyl forz € H" and y € OH

is the Poisson kernel for H". Furthermore if p € C*(H") N L'(H") and f €
BC (GH") , then

u(z)= | Gz,y)py)dy+ |  K(z,y)f(y)do(y)
H» O™

solves the equation
Au = —p on H" with u = f on OH".
Proof. First notice that
G(y,z) = ¢(z —y) — ¢(z — Ry) = ¢(z —y) — ¢(Rz — RRy) = G(z,y)

since ¢ is a function of |-|. Therefore, if

uw) = [ Gy = [ o u)ow)dy~ | ola R,
n Hn H’n.
we have from Theorem 43.9 that

Au(z) = —p(x) — » Azp(z — Ry)p(y)dy = —p().

Since G(z,y) = 0 for z € OH" and so u(z) = 0 for z € JH". It is left to the
reader to show wu is continuous on H".
For x € H" and y € OH", we find form Eq. (43.7),

oG 0
y n
:ikw@—m—¢@—Rn
1 1
ATy Y
1 1 _Ro)e
T oy~ Rl ¥ ) e
1 2xy,
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Claim: For all z € H",
- K(x,y)dy = 1.
oHn
It is possible to prove this by direct computation, since (writing = (2/, x,,)
as above)

2 T
K(x,y)dy = 7/ - dy
oftn =55 feu (|2’ — y|? +22)"*

2 / 1 d
= — _— y
o(S"71) Jrnor (Jyf2 + 1)/
2 i 1
=—— ("2 / Tt dr
o(5m1) ( ) 0 (r2 4 1)"/?

where in the second equality we have made the change of variables y — z,y
and in the last we passed to polar coordinates. When n = 2 we find

> 1 < 1
/ e dr = / ———dr =1/2
0 (r2 +1)"/? o re+1

and for n = 3 we may let u = r? to find

oo 1 oo 1 1 > 1
/ T7l_2—/2 dr = / 7‘—3/2d7’ = —/ —3/2du =1.
0 (r2+1)" o (r2+1) 2Jo (u+1)

These results along with

oo 1 oo _ n—1
/ 7"”*272 dr = / (1"2 + 1) n/2 a-
0 (r2 + 1)"/ 0 n—1

2 o0 —_n/2—
:—nnil/o (7‘2—|—1) /2 127“ " Ldr

[
1
= i / " ni2 dr
n—1 0 (7«2 + 1) 2

allows one to compute [ r"”Wdr inductively. T will not carry out
the details of this method here. Rather, it is more instructive to use Corollary
43.6 to prove the claim. In order to do this let v € C°(B(0,1),[0,1]) such
that w(0) = 1, u(x) = U(|z|) and U(r) is decreasing as r decreases. Then by
Corollary 43.6, with u(x) = up(x) := u(x/M),

ur(z) = / K (, y)uly/M)do(y) — M~ / Gl y) (Au) (y/M)dy. (43.35)
o Hn

By the monotone convergence theorem,
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1\141?1 K(z,y)u(y/M)do(y /K z,y)do(y
oH" OHN

and therefore passing the limit in Eq. (43.35) gives

1= [ Ka)doty) - i |22 [ Glay)buly/M)dy
OHn H"

This latter limit is zero, since

M~ /G x,y)Au(y/M)dy

1
=c, M~ 5 — — | (Au M)d
/[zyn p— ]( ) (u/M)dy

= ch*QM”/ 1 —s — 1 — | Au(y)dy
|z — Myl |Rx — My
HTL

1 1
=cp Ty po Au(y)dy.
EJEWMQMW'yJ

This latter expression tends to zero and M — oo by the dominated conver-
gence and this proves the claim. (Alternatively, for y large,

1 1
n—2 n—2
|z -y |Rz — y|
_ 1 1 1
- n—2 n—2 n—2
Y Zo_ 5 Z 5
o W~ ‘R\m y
1 . Rx |
ly| |yl |yl
1
:O( 1)
ly["™

and therefore

1 1
M o Au M)d
H[ [ixw-? |ny|n—z]< ) (/M) dy

o@r ! MﬂzOﬂMﬂaO

Mn—l
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as M — oo.
Since G(z,y) is harmonic in z, it follows that K(z,y) = fa;ﬁyG(x,y) is
still Harmonic in z. and therefore

2 Ty
uw) = [ K@) fol) =~ [ oty
is harmonic as well. Since
2 Ty
= d .
") = 5o [ T (43.36)

Tn

2 1 / 1
= Py J(y)dy
a(Sm ) ant Jomn (|u|2+l)n/2 v

it follows from Theorem 42.13 that u((z',z,)) — f(2') as z, | 0 uniformly
for 2/ in compact subsets of OH". m

43.4 Green’s function for Ball

Let r > 0 be fixed, we will construct the Green’s function for the ball B(0, ).
The idea for a given « € B(0, ), we should find a mirror location, say p& and
a charge ¢ so that

o(x —y) =qo (pz —y) for all |y|=r.
Assuming for the moment that n > 3 and writing ¢ = 8=, this leads to
the equations
2 A 2 . 2
|z —y|” = |Bpi — By|” = % |pz — y
or equivalently squaring out both sides and using |y| = r,
|ac|2 —2r-y+r:=p3° (p2 —2p:fc-y—|—r2).
Choosing y | x and y = r& leads to the conditions
|x\2 + 72 =42 (p2 + 7"2) and
lz|® — 2r |z| 4+ 72 = 82 (p* —2pr +1%).

Subtracting these two equations implies —27|z| = —2p3%r or equivalently
that p = |z|/B3%. Putting this into the first equation above then implies

or equivalently that
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0=r28"— (lef’ +r2) B +al*.

By the quadratic formula, this implies

2
(|x\2 + r2) + \/(|:E|2 —|—r2) — 472 |z|?
2 _

B

2r2
2
(I +o2) £/ (12 =r2) " (ol +52) £ (2~ o)
- 272 - 2r2
el
=1or ’]"—2

Clearly the charge 8 = 1 will not work so we must take 8 = |z| /r in which
case, p = 12/ |z| and hence

46 (o —y) = (|2 /)" ¢ (rﬂ% - ) =¢ (m“c - '—f'y) .

Let us now verify that our guess has worked. Let us begin by noting the
following identities for x,y € R™,

|ri—7"—1 |x\y|2 = (r2 —2x-y+r? |$|2|y|2) (43.37)
and in particular when |y| = r this implies
. 12
j@r — 2|9 = (r* =22y + [2*) = |z —y|?

so that
. (43.38)

_ s S| X y
[z —y| = |&r — |z|g] = Ei 1=
Now the function
~ X xZ x
pet) =0 (7 = By} =0 (2 (v )
r r ||
is harmonic in y and by Eq. (43.38),
A Yy N N

holy) = ¢ (ar — [2] £) = ¢ (ir — [2] §) = 6(x — y) when [y| =r.
Hence we should define the Green’s function for the ball to be given by

Gla,y) = 6w —y) = holy) = 6(x —y) — ¢ (ir — [2/2)
= 9w —y) — ¢ (a7 = 1"Jal |y|9)

—ote—n-o(H (s-23)).
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From Eq. (43.37), it follows that h,(y) = hy(z) and therefore G(x,y) is again
symmetric under the interchange of z and y.
For y € 0B(0,7), using Eq. (43.7) we find

0G .

e ()

1 1 |z 1 || ( 2
- n — )= — n no -
A = Y e[

)]

a(Sm 1) ||y —x|" T j%[y_m%n T
1T o 1
- O'(Snil) |n(y x)

(9 —mf:)] .
lly—=z

- T ) (uy‘x)] &

_ 1 P
B T i A

_ 1 27 2
= o ey —ar

These computations lead to the following theorem.

Theorem 43.32. For z,y € B(0,r), let

G(z,y) =z —y) - ¢ (33"7" - Ix\%)

and if y € 0B(0,r), let
oG ot — )
K(z,y) = *%(%y) = m lz -yl
Then p € C*(B(0,7)) N LY(B(0,7)) and f € C (8B(0,7‘)) , then

K(x,y)f(y)do(y) (43.39)

uw) = [ o, vty + /

9B(0,1)

solves the equation

Au = —p on B(0,r) with u = f on dB(0,r).
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Remark 43.33. Letting p = |z|, we may write K(x,y) as
r2 — p? 1

K(z,y) = .
(@) o(S" N (p2 412 — 2prd - §)"/?

(43.40)

In particular when r» = 1, n = 2, = = pe’? and y = re’®, this gives
_ 1—p’
27 (p2+1—2pcos (0 — a))

K(z,y)
which agrees with the Poisson kernel P,(6 —«) of Eq. (22.40) which we derived
earlier by Fourier series methods.

Proof. The proof is essentially the same as Theorem 43.31 but a bit easier.

For these reasons, we will only prove here the assertion

lim K(z,y)f(y)do(y) = f(zo) for all zy € 0B(0,r). (43.41)

=20 J5B(0,r)

From Theorem 43.5 with v = 1 it follows again that

/ K(z,y)do(y) = 1.

oB(0,r)

For any « € (0,1) let
e(a) :=sup {|f(ry) — f(rz)| 1y, € S" ' with §-& < a}.

Then by uniform continuity of f on B(0,r), it follows that (o) - 0asa 11
and hence

| [ K(z,9)f(y)do(y) — f(r2)]

9B(0,r)

IN

/ K(z.9)|f(y) - f(r)| do(y)

9B(0,r)

_ / LyasaK (2,9) | f(y) — F(rd)| do(y)
9B(0,r)

s K@) 56) - £ doty)
OB(0,r)

<2l /  LyasaK (e y)do(y) + c(a)
oB(0,r)

<c@|fll, (2 = lof) + ()

where C(«) is some constant only depending on «, see Eq. (43.40). Therefore,

<C@) Il (r* = %) + (o)

sup
|z|=p

/ K(x.9)f(y)do(y) — f(ri)
OB

(0,r)
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and hence

lim sup sup
pir lz|=p

/8 o K@) oly) ~ £(r2)] < @)~ 0asar L0

which implies Eq. (43.41). m

Corollary 43.34. Suppose that u is a harmonic function on (2, then u is real
analytic on {2.

Proof. The condition of being real analytic is local and invariant under
translations as is the notion of being harmonic. Hence we may assume 0 €
B(0,7) C 2 for some r > 0, in which case we have, for |z| < r and f =

u|a—B(07r)7 that
W= [ Ko = 2B [ ey pwdoty)
u(x) = z,y)f(y)do(y) = —5—+— -
9B(0,1) a(S"Yr JoBw
) (13.42)
= — — o(y). .
a(S"Y)r JoBw.n
Now
lw—y| "=l =g =r " g ]
|$|2 —n/2
=r " (1 —2r byt 7)
=" (1 - alw,y) "
where )
=9 —1 |ZIJ|
alz,y) =2r g -x— =R
Since )
| —1 ﬁ 2
alz,y)] <2r " |z| + = <2ap+a5<1

if |z| < apr and ap < /2 — 1, we find that |z — y|~" has a convergent power
series expansion,

o0
|z —y| " =r" Z ama(x,y)™ for |z| < agr.
m=0

Plugging this into Eq. (43.42) shows u(x) has a convergent power series ex-
pansion in z for |z| < (V2 —1)r. =
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43.5 Perron’s Method for solving the Dirichlet Problem

For this section let £2 C, R™ be a bounded open set and f € C (bd({2),R) be
a given function. We are going to investigate the solvability of the Dirichlet
problem:

Au =0 on 2 with u = f on bd(£2). (43.43)

Let S(£2) denote those w € C (£2) such that w is subharmonic on {2 and let
S7(£2) denote those w € S(2) such that w < f on bd(£2). As we have seen in
Corollary 43.26, if there is a solution to u € C*(£2) N C (£2) , then w < u for
all w € S¢(£2). This suggests we try to define

u(z) == uyp(x) :=sup {w(z) : w € S(2)} for all z € (2. (43.44)

Notation 43.35 Given w € §(2), £ € 2 and r > 0 such that B(§,r) C 2,
let (see Figure 43.6)

[t orye 2\ Ble
we,r(y) = { h(y) for y€ B(Er)

where h € C (B(fﬂ“)) is the unique solution to

Ah =0 on B(&,r) with h =w on 0B(&,r).

The existence of h is guaranteed by Theorem 43.32.

G It 5
3 I\ g€z’ >

Fig. 43.6. The construction of we,, in the one-dimensional case.

Proposition 43.36. Let w € S(£2) and we - be as above. Then

1w < we,.
2. we , € S(92), i.e. we, is subharmonic.

3. For any £ € 2 andr > 0 such that B(&,r) C {2, the mean value inequality
s valid,
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Proof. 1. Since w = we, on 2\ B(§,r), it suffices to show w < h on
B(&,r). But this follows from Corollary 43.26.

2. Since weg , is harmonic on B(§,r) and subharmonic on 2\ B(¢,r), we
need only show

we r(y) < ][ we pdo
90B(y,p)

for all y € OB(&,r) and p sufficiently small. This is easily checked, since w is
subharmonic,

wer(y) = w(y) < ][ wdo < ][ we,rdo

0B(y,p) 0B(y,p)

wherein the last equality we made use of Item 1.
3. By item 1. and the mean value property for the harmonic function, we .,
we have
W) <ven©= [ wepdo= f win
dB(&,r) AB(&,r)
|

Theorem 43.37. The function uw = uy defined in Eq. (43.44) is harmonic on
2 and u < f on bd(£2).

Proof. Let us begin with a couple of observations. In what follows
m :=min{f(x):z € bd(2)} and M := min{f(x): x € bd(§2)}.

1. The function v = uy > m on {2 since m € S¢(12).

2. By the maximum principle w < M on {2 for all w € §;(£2) and therefore
ur < M on 2.

3. Ifwy,...,wy € Sp(02), then w = max {w1,...,wn} € S§(£2). Indeed for

& € 2 and r small,
][ wdo > ][ wido > w;(§)

OB(&,r) oOB(&,r)

for all 3.

4. Now suppose £ € 2 and R > 0 be chosen so that B (£, R) C 2 and
D c B(&, R) is a countable set. Then there is a harmonic function wp on
B(¢, R) such that wp = uy on D.

To prove this last item let D := {yx},-; and choose {w]'} C S;(£2)
such that w}"(yx) — u(yx) as m — oo for each k. By replacing w)" by
max {w,lc, e ﬂu}f} if necessary we may assume for each k£ that wj* is in-
creasing in m for each k. Letting
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W, := max {w(",...,w}

we find an increasing sequence {W,,,} C S¢(£2) such that W, (y) T us(y) for
all y € D. Finally define a sequence {wp,} C S¢(£2) by wm := (W), o5 - By
the maximum principle, w,, is still increasing and since W,,, < w,, and we still
have wy,(y) T uys(y) for all y € D. We now define wp := limy, oo Win|B(e,R)
which exists because w,, is increasing and w. We have wp = uy on D and
because {w,,} is a bounded and convergent sequence of harmonic functions
on B(¢, R), it follows from Corollary 43.18 that w is harmonic on B(¢, R).
This completes the proof of item 4.

We now use item 4. to prove uy is continuous at { € §2. To do this let
{yr}tre; € B(& R) be any sequence such that y, — & as k — oo and let
D ={&} U{yk}r; C B(& R). Since wp is harmonic and hence continuous,

len;O ur(yr) = kILH;O wp(yx) = wp(§) = us(§)

showing wuy is continuous.

To show uy is harmonic on B(&, R), let D be a countable dense subset of
B(&, R). Then the continuity of uy and the fact that u; = wp on D, it follows
that uy = wp on B(, R). In particular uy is harmonic on B(&, R). Since £ is
arbitrary, we have shown us is harmonic. ®

To complete our program, we want to show that uy extends to a function

in C(£2) and that uy = f on bd({2). For this we will need some assumption
on bd(£2).

Definition 43.38. A function Q € C ( _) is a barrier function for n €
bd($2) if Q is subharmonic on §2, Q(n) =0 and Q(z) < 0 for all x € bd(£2) \

{n}-

Ezample 43.39. Suppose that n € bd(f2) and there exists £ € R™ such that
(x —n)-& <0forall z € bd(£2)\{n} (see Figure 43.7 below), then the function
Q(x) := (x — n) - £ is a barrier function of 7.

Ezample 43.40. Suppose that 7 € bd(£2) and there exists a ball B(¢,r)N 2 =
{n} (see Figure 43.8), then Q(x) := a(r) — a(Jz — &|) is a barrier function for
71, where « is defined in Eq. 43.4.

Theorem 43.41. Suppose f € C(bd(2)) and u = uy is the harmonic func-
tion defined by Eq. (48.44) and there exists a barrier function Q forn € bd((2).
Then limg_,, ug(z) = f(n). In particular if every point n € bd(§2) admits a
barrier function, then there is a unique solution u € C (2)NC?(02) to Au =0
with w = f on bd(2).

Proof. Given € > 0 and K > 0, let w(x) := f(n) — € — KQ(z) for all
x € (2. For any ¢ > 0 we may choose (using continuity of f and compactness
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ClPA

x
Fig. 43.7. Constructing a barrier function at point where n where 042 lies in a half
plane.

Fig. 43.8. Another 7 for which there exists a barrier function.

of bd(f2)) K sufficiently large so that w < f on bd({2), ie. w € S¢(£2).
Therefore w < uy and hence

f(n) —e=w(n) = lim w(z) < liminf us(x).

Since € > 0 is arbitrary, this shows

liminfug(z) > f(n). (43.45)

r—mn
We now consider the function

—u_yp(z) = —sup{w(z) 1w e S_;(2)} =inf {—w(x):we S_;(£2)}
=inf{W(z): —W € S_;(2)}. (43.46)
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If we S¢(2) and —W € S_;(12), then w — W is sub harmonic and w — W <
f —f = 0 on bd(£2), therefore by the maximum principle it follows that
w < W on (2. Coupling this fact with Eq. (43.46) shows —u_s(z) > w(z) for
all w € S¢(£2) and then taking the supremum over w shows us(z) < —u_f(x).
Therefore using Eq. (43.45) with f replaced by — f shows

limsupuy (z) < limsup (—u-s(x)) = ~liminf (u_(2)) < = () = /()

T—n n r—=n
which combined with Eq. (43.45) shows

lim us(x) = f(n).

T—n

Exercise 43.42. Suppose that R is an n x n orthogonal matrix (R"R =1 =
RR'Y™) viewed as a linear transformation on R™. Show for f € C?(R") that
A(foR)=AfoR,ie. Ais invariant under rotations.

Exercise 43.43. Show that every point n € bd({2) has a barrier func-
tion when bd(£2) is C2?. Hint: By making a change of coordinated involv-
ing rotations and translations change of coordinates, it suffices to assume
n = 0 € bd(2) and that B(0,7) N bd(£2) is the graph of a C? — function
g : B(0,7) NR*"! — R" such that g(0) = 0 and Vg(0) = 0. Show for § > 0
sufficiently small that

ds(z) := |6en, — x| for z € bd(R2)

has a unique global minimum at = 0. Use this fact and Example 43.40 to
complete the proof.

Remark 43.44. To make Barrier functions for cones C, let D := C'NS™"~! and
let u(w) for w € D denote the Dirichlet eigenfunction on D for the spherical
Laplacian with smallest eigenvalue A > 0, i.e. —Agn—1u = Au. This function is
positive on D and vanishes on the boundary. If C' has sperical symmetry, the
function should be describable explicitly. At any rate, we can now considier
the function U(rw) = r®u, then
1 n—1 a re
AU = ——=8, (r" 0, [r*u]) + T_QASnflu

pn—1""

=a(a+n—2)r*2u— A2y
which will be zero if A = a(a+n—2), ie.
4+ n—-2)a—-A=0

where
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—(n—2)£+/(n—2)> +4\

2

o =

Hence taking
(n—2)° +4\ — (n —2)

o = 5

2

the function U (rw) = r*u(w) is harmonic in C' and 0 on 9C. (Probably should
be doing these considerations for the exterior of C.)

43.6 Solving the Dirichlet Problem by Integral Equations

Another method for solving the Dirichlet problem to reduce it to a question
of solvability of a certain integral equation in bd(f2). For a nice sketch of how
this goes the reader is referred to Reed and Simon [11], included below. For a
more detailed account the reader may consult Sobolev [16] or Guenther and
Lee [6].

The following text is taken from Reed and Simon Volume 1.

Ases ReguLis Fow Tve BANACH Spatk C

Example (Dirichlet problem) v The main impetus for the study of
compact operators arose from the use of integral equations in attempting to
solve the classical boundary value problems of mathematical physics. We
briefly describe this method. Let D be an open bounded region in R* with a
smooth boundary surface @D, The Dirichlet problem for Laplace’s equation
is: given a continuous function fon 4D, find a function u, twice differentiable
in D and continuous on D, which satisfies

Au(x) =0 xeD
ulx)=f(x) xeoD
Let K(x,y) = (x — y, n,)/2n|x — y|* where n, is the outer normal to 8D at

the point y € ¢D. Then, as a function of x, K(x, y) satisfies A, K(x, ) =0in
the interior which suggests that we try to write 1 as a superposition

ux) = [ K 1)e0)dso) (VL.6a)

where @(y) is some continuous function on @D and dS is the usual surface
measure. Indeed, for x e D, the integral makes perfectly good sense and



Au(x) =0 in D. Furthermore, if x, is any point in oD and x — x, from
inside D, it can be proven that

ux) > = o) + [ K5, )o00) dS0) (VL6b)
If x - x,, from outside D, the minus is replaced by a plus. Also,

L., K(xo, »)0(2) dS()

ists and is a continuous function on 3D if ¢ is a continuous function on
2D. The proof depends on the fact that the boundary of D is smooth which
implies that for x, ye dD, (x —y,m) m e|x —y|* as x — .

Since we wish u(x) = f(x) on D, the whole question reduces to whether we
can find ¢ so that

) = —o(x) + [, K, )0 dS0),  xeaD

Let T: C(9D) - C(dD) be defined by

To= [ K(x,»)o0) dS()
D

Not only is Tbounded but (as we will shortly see) Tis also compact. Thus, by
the Fredholm alternative, either A =1 is in the point spectrum of Tin which
case there is a Y € C(dD) such that /| — T =0, or —f=(I— T)p has a
unique solution for each f'e C(@D). If u is defined by (V1.6a) with { replacing
@, then u =0 in D by the maximum principle. Further, du/én is continuous
across D and therefore equals zero on dD. By an integration by parts this
implies that =0 outside dD. Therefore, by (VL6b), 2¢((x) =0 on 4D, so
the first alternative does not hold.
The idea of the compactness proof is the following. Let

(x—2z,n,)

Ky(x, z) = m

If & > 0, the kernel K, is continuous, so, by the discussion at the beginning of
this section, the corresponding integral operators T, are compact. To prove
that T is compact, we need only show that ||[T— T,|| =0 as 6 — 0. By the
estimate

(TN = TND] < s [ 1K 2) = Kz, 2)| dS(z)

206 VI: BOUNDED OPERATORS

we must only show that the integral converges to zero uniformly in x as
& = 0. To prove this, divide the integration region into the set where [x—z| > ¢
and its complement. For fixed ¢, the kernels converge uniformly on the first
region. By using the fact that X is integrable, the contribution from the
second region can be made arbitrarily small for ¢ sufficiently small.
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Introduction to the Spectral Theorem

The following spectral theorem is a minor variant of the usual spectral theorem
for matrices. This reformulation has the virtue of carrying over to general
(unbounded) self adjoint operators on infinite dimensional Hilbert spaces.

Theorem 44.1. Suppose A is an n Xn complex self adjoint matriz, i.e. A* =
A or equivalently Aj; = flij and let p be counting measure on {1,2,...,n}.
Then there exists a unitary map U : C* — L*({1,2,...,n},du) and a real
function X : {1,2,...,n} — R such that UAE = X - U¢E for all £ € C". We
summarize this equation by writing UAU ™Y = M, where

My : L*({1,2,...,n},du) — L*({1,2,...,n},du)
is the linear operator, g € L*({1,2,...,n},du) — X-g € L*({1,2,...,n},du).

Proof. By the usual form of the spectral theorem for self-adjoint matrices,
there exists an orthonormal basis {ei}?zl of eigenvectors of A, say Ae; = A\;e;
with \; € R. Define U : C* — L?({1,2,...,n},du) to be the unique (unitary)

map determined by Ue; = §; where
L [lifi=j
%i(7) = {Oifiyéj
and let A: {1,2,...,n} — R be defined by A(i) ;== \;. m

Definition 44.2. Let A: H — H be a possibly unbounded operator on H. We
let
DA*")={ye H: Fze€H > (Az,y) = (z,2) V2 € D(A)}

and for y € D(A*) set A*y = z.

Definition 44.3. An operator A on H is symmetric if A C A* and is self-
adjoint iff A = A*.

The reader should check that A : H — H is symmetric iff (Az,y) = (x, Ay)
for all z,y € D(A).
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Proposition 44.4. Let (X, 1) be o — finite measure space, H = L*(X,dpu)
and f: X — C be a measurable function. Set Ag = fg = Myg for all

gEDMy)={9€H:fgeH}
Then D(My) is a dense subspace of H and M} = Mj.

Proof. For any g € H = L*(X,dp) and m € N, let gn, := g1|f/<p,. Since
[fgm| < mlg| it follows that fg,, € H and hence g,, € D(My). By the
dominated convergence theorem, it follows that ¢g,, — ¢ in H as m — oo,
hence D(Mjy) is dense in H.

Suppose h € D(M7) then there exists k& € L? such that (Myg,h) = (g, k)
for all g € D(Mjy), i.e.

/fgﬁduz/g%d,uforallgeD(Mf)
X X

or equivalently

/ g(fh —k)dp =0 for all g € D(Mjy). (44.1)
X

Choose X,, C X such that X,, T X and p(X,) < oo for all n. It is easily

checked that _
fh—k

- 1 —_
= A
is in D(My) and putting this function into Eq. (44.1) shows

gn Lifi<n

/ |fh = k| 1f|<ndp = 0 for all n.
X

Using the monotone convergence theorem, we may let n — oo in this equation
to find fX ’fh—k;’d,u = 0 and hence that fh = k € L2. This shows h €
D(Mj) and Mjh = fh. m

Theorem 44.5 (Spectral Theorem). Suppose A* = A then there exists
(X,u) a o — finite measure space, f : X — R measurable, and U : H —

L3(z, ) unitary such that UAU™' = M;y. Note this is a statement about
domains as well, i.e. UD(My) = D(A).

I would like to give some examples of computing A* and Theorem 44.5 as
well. We will consider here the case of constant coefficient differential operators
on L?(R"). First we need the following definition.

Definition 44.6. Let aq € C*(U), L = 37|, <, @0 ~ a m' order linear
differential operator on D(U) and

L'o= > (110" a¢]

lal<m
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denote the formal adjoint of L as in Lemma 40.4 above. For f € LP(U) we
say Lf € LP(U) or LY (U) if the generalized function Lf may be represented

loc
by an element of LP(U) or LY (U) respectively, i.e. Lf =g e LY (U) iff

loc
/ f-Lt¢ dm = / godm for all ¢ € C=(U). (44.2)
U U

In terms of the complex inner product,

(19):= | 1@a(@)im(z)
Eq. (44.2) is equivalent to

(f-L¢) = (g9,9) for all ¢ € C°(U)

where

Lo =Y (=1)" 0" [ang].

|| <m

Notice that L® satisfies L® ¢ = Lt¢. (We do not write L* here since L® is to
be considered an operator on the space on D' (U).)

Remark 44.7. Recall that if f,h € L? (R™), then the following are equivalent

,Flg) for all g € S(R™).

h.

)= (f,Ftg) forall g € C (R").
)= (f

)= (f,F'g) forall g € L* (R™).

Indeed if f = h and g € L2 (R™), the unitarity of F implies

(h,g) = (f,g> =(Ff.9)=(f,.F'g).

Hence 1 = 4 and it is clear that 4 = 3 = 2. If 2 holds, then again since
F is unitary we have

(h.9) = (£.Fg) = (f.9) forall g € C* (R")
which implies h = f a.e., i.e. h = f in L? (R").

Proposition 44.8. Let p(z) = Z‘a|<m aax® be a polynomial on C™,

L:=p(0):= Z a6 0% (44.3)

lo|<m

and f € L*(R™). Then Lf € L*(R™) iff p(i€)f(€) € L? (R") and in which
case
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(Lf) (&) = pi€) f(€). (44.4)

Put more concisely, letting
D(B) = {f cL*>(R"):LfeL? (R")}
with Bf = Lf for all f € D(B), we have

FBF! (ZE)
Proof. As above, let
Lt:i= > aa(-0)" and L¥ := Y 4, (—0)". (44.5)
lee| <m || <m

For ¢ € C° (R"),

O R FIGES ORI SR N ALY IGESA

- / P00 (€) e Sane) = 7' [0 ()] ()
So if f € L2 (R") such that Lf € L2 (R"). Then by Remark 44.7,
(LF.9) = (Lf6%) = (£,L°6") = (f(@), 7~ [p ()6 ()] (@)
= (}(©). [p 09 (©)]) = (v i) f(€). 0 (€)) for all ¢ € C (R")

from which it follows that Eq. (44.4) holds and that p (i¢) f(€) e L2 (R™).
Conversely, if f € L?(R™) is such that p(i€) f(€) € L? (R") then for
¢ € G (RY),

(f,L%¢) = ( 7, fL%) . (44.6)
Since
F(L0) @) = [1°0@e i) = [ o) e iNw)
/¢ )T 0% e\ (x /qS Tq (—i€)* e S\ (z)
= p(i&)¢(9),

Eq. (44.6) becomes
(£,L20) = (£(©).p(©5(0) = (p(i€) £(£).4(©))
= (7" [p0) f©)] (@), 0()

This shows Lf = F~! {p (i€) f(ﬁ)} €L*(R"). m



44 Introduction to the Spectral Theorem 937

Lemma 44.9. Suppose p(z) = Z|a\§m aar® 1s a polynomial on R™ and L =
p(9) is the constant coefficient differential operator B = 37, <, 6a0% with
D(B) := S (R") C L2 (R"). Then

FBF ' = Myue)ls@n)-

Proof. This is result of the fact that F (S (R™)) = S(R™) and for f €
S (R™) we have

f@) = [ F©eTre)

so that
Bf@) = [ FOLN = [ Fewieeare)
so that R R
(Bf) (&) =p(i€) f(€) for all f €S R").
u

Lemma 44.10. Suppose g : R* — C s a measurable function such that
lg(z)| < C (1 + |x\M) for some constants C' and M. Let A be the unbounded

operator on L% (R™) defined by D(A) = S (R™) and for f € S(R™), Af = gf.
Then A* = Mj.

Proof. If h € D (Mjy) and f € D(A), we have

ar.m = [ ahim = [ fahdm = (f.0450)

which shows My C A*, i.e. h € D(A*) and A*h = Mzh. Now suppose h €
D (A*) and A*h =k, i.e.

/ gfhdm = (Af,h) = (f,k) = | fkdm for all f € S (R")
n Rn

or equivalently that
/ (gﬁ—l_ﬂ)fdm:()forallfES(R").

Since the last equality (even just for f € C>° (R")) implies gh — k = 0 a.e. we
may conclude that h € D(Mg) and k = Mgh, i.e. A* C M;. m

Theorem 44.11. Suppose p(x) = Z\a|<m aaT® 18 a polynomial on R™ and
A = p(d) is the constant coefficient differential operator with D(A) :=
C> (R™) C L% (R™) such that A = L = p(d) on D(A), see Eq. (44.3). Then
A* is the operator described by
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D(A*) ={feL*R"):L'fe L*(R")}
= {rer @ :pe)fe) e L2 ®")}
and A*f = Lf for f € D(A*) where L' is defined in Eq. ({4.5) above.
Moreover we have FA*F~1 = Mm.

Proof. Let D(B) = S (R") and B := L on D(B) so that A C B. We are
first going to show A* = B*. As is easily verified, in general if A C B then
B* C A*. So we need only show A* C B*. Now by definition, if g € D(A*)
with k = A*g, then

(Af,g) = (f,k) for all f € D(A) = C* (™).

Suppose that f € S (R") and ¢ € C2° (R™) such that ¢ = 1 in a neighborhood
of 0. Then f,(z) := ¢(x/n)f(z) is in S (R™) and hence

(fn k) = (Lfn,9)- (44.7)

An exercise in the product rule and the dominated convergence theorem shows
fn— fand Lf, — Lf in L? (R") as n — co. Therefore we may pass to the
limit in Eq. (44.7) to learn

(f,k) = (Bf.g) for all f € S (R")
which shows g € D(B*) and B*g = k.

By Lemma 44.10, we may conclude that A* = B* = Mm and by Propo-

sition 44.8 we then conclude that
DAY ={re 12®"): plig) f(©) € 12 (R")}
={feLl?*R"):L'feL*R"))}
and for f € D (A*) we have A*f = LTf. m
Ezample 44.12. If we take L = A with D(L) := C (R"), then
L' =A=FM pF!
where D(A) = {f € L*(R") : Af € L?> (R")} and Af = Af.

Theorem 44.13. Suppose A = A* and A < 0. Then for all ug € D(A) there
exists a unique solution u € C*([0,00)) such that u(t) € D(A) for all t and

u(t) = Au(t) with u(0) = uo. (44.8)

tAyg is a linear contraction semi-group,

Writing u(t) = e“ug, the map ug — e
i.e.

et ug|| < |Juo|| for all t > 0. (44.9)

So et extends uniquely to H by continuity. This extension satisfies:
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Aug is continuous for all

1. Strong Continuity: the map t € [0,00) — €
ug € H.

2. Smoothing property: t > 0

e'tug € () D(A") =: C(A)
n=0

and

k
k

e <= e " fora € N. .

AFetA - k for all k € N 44.10

Proof. Uniqueness. Suppose u solves Eq. (44.8), then

%(u(t),u(t)) = 2Re(4, u) = 2Re(Au, u) < 0.
Hence ||u(t)|| is decreasing so that ||u(t)|| < ||up||.This implies the uniqueness
assertion in the theorem and the norm estimate in Eq. (44.9).
Existence: By the spectral theorem we may assume A = My acting
on L?(X,u) for some o — finite measure space (X, p) and some measurable
function f : X — (—o0,0]. We wish to show u(t) = etfug € L? solves

a(t) = fu(t) with u(0) =ug € D(M;) C L.
Let t > 0 and |A| < ¢. Then by the mean value inequality
c(t+D)f _ ptf
A
This estimated along with the fact that

A N
ult+4) —ult) _ D — et g PO fetf g as A — 0

A A

enables us to use the dominated convergence theorem to conclude

. 9 . u(t+A)—u(?)
O R
as desired. i.e. 4(t) = fu(t).

The extension of e to H is given by M. For g € L?, |e!/g| < |g| € L?
and e'f g — €79 f pointwise as t — 7, so the Dominated convergence theorem
shows t € [0,00) — e'g € H is continuous. For the last two assertions, let
t>0and f(z) = z*e*®. Then (In f)’(z) = £ + ¢ which is zero when = = —k/t
and therefore

ug| = max{\fe(t+A)fuo\ : A between 0 and A} < |fuo| € L*.

=ef fuy = fu(t)

k
max [a*e™] = | f(—k/t)| = (%) ok

Hence

o\
A%t ,, < max |:Eket"”| < (—) e F < 0.
2<0 t
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Theorem 44.14. Take A = FM_j¢2F 1 so Als = A then

C>(A) := ﬁ D(A™) ¢ ¢ (RY)

n=1

i.e. for all f € C®(A) there exists a version f of f such that f € C®(R?).

Proof. By assumption |27 f(¢) € L? for all n. Therefore f(£) = %

for some g, € L? for all n. Therefore for n chosen so that 2n > m + d, we
have
&

<
T+ e, =%

2

/ €71 F(E)1dé < [l gnll2
Rd

which shows |€]™|f(€)| € L* for all m = 0,1,2,... We may now differentiate
the inversion formula, f(z) = [ f(£)e™®d¢ to find

D f(x) = / (i€)* /(€)¢id¢ for any a

and thus conclude f € C°. m

Exercise 44.15. Some Exercises: Section 2.5 4, 5, 6, 8, 9, 11, 12, 17.

44.1 Du Hammel’s principle again

Lemma 44.16. Suppose A is an operator on H such that A* is densely de-
fined then A* is closed.

Proof. If f,, € D(A*) — f € H and A*f,, — ¢ then for all h € D(A)
(g,h) = lim (A" fn, h)

while
lim (A*f,,h) = lim (f,, Ah) = (f, Ah),

ie. (Ah, f) = (h,g) for all h € D(A). Thus f € D(A*) and A*f=g. m
Corollary 44.17. If A* = A then A is closed.

Corollary 44.18. Suppose A is closed and u(t) € D(A) is a path such that
u(t) and Au(t) are continuous in t. Then

A /0 Tu(T)dT: /0 TAu(T)dT.
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Proof. Let 1, be a sequence of partitions of [0, T'| such that mesh(m,) — 0
as n — oo and set

fn = Zu(Ti)(Ti-‘rl — Ti) (S D(A)

7‘-?‘7,

Then f, — fo 7)dr and

ZAu ) (Tit1 — T5) —>/ Au(r

Tn

Therefore fo 7)dr € D(A) and Afo T)dr = fo Au(r)dr. m

Lemma 44.19. Suppose A = A*, A <0, and h : [0,00] — H is continuous.
Then

(s,t) € [0,00) x [0,00) — e*Ah(t)
(s,t) € (0,00) x [0,00) — AFesAh(t)
are continuous maps into H.
Proof. Let k > 0, then if s > o,
1A% (e*2h(t) — e h(r)) ||
= [[aFema (e=4n(t) — nim) |
gHA%@wHa*ﬂAmu)—h@ﬂ+e“th@)—h@w

< (&) s+ fer-orac) -]

lim  ||AF (e*h(t) — e”*h(r))|| =0

slo and t—7

So

and we may take o = 0 if kK = 0. Similarly, if s < o,
1A* (e*4h(t) — e7*h(7)) |
- =)

< [[4ke | [In(t) = bl + |[ar) = =47 ]

< (E)k e [I1(t) = h(r) | + () = eo=4n(r)|

and the latter expression tends to zeroas s Toandt — 7. B

Lemma 44.20. Let h € C([0,00),H), D = {(s,t) €eR?*: s>t >0} and
F(s,t) = f(f eI AR(T)dr for (s,t) € D. Then



942 44 Introduction to the Spectral Theorem

1. F € CYD,H) (in fact F € C>=(D, H)),

%F(S,t) _ e(sft)Ah(t) (44.11)

and t
OF (s,t) :/ Ae(sz)Ah(T)dT- (44.12)

88 0

2. Given € > 0 let
t
ue(t) == F(t+et) = / e+ Ap(r)dr.
0
Then u. € Ct ((—€,00), H) , u(t) € D(A) for allt > —¢ and
Ue(t) = e“Ah(t) + Auc(t). (44.13)
Proof. We claim the function

t
(s,t) € D — F(s,t) := / eSDAR(7)dr
0

is continuous. Indeed if (s',¢') € D and (s,t) € D is sufficiently close to (s',t’)
so that s > ¢/, we have

t t
F(s,t)— F(s',t") = / e~ AR(T)dr — / e = AR(r)dr
0 0

t t’
:/ €(S_T)Ah(7’)d7'—/ e(S_T)Ah(T)dT
0 0

o
—I-/ [e(s_T)A — e(s,_T)A} h(r)dr
0

t
L
t’ ,
+ / H [e(sz)A —els 77)‘4] h(T)H dr
0

<| [ 1nenar

so that

1F(s,t) — F(s', )| <

e(s_T)Ah(T)H dr

t/
+ / [ = A e ar. (44.0)
0
By the dominated convergence theorem,

| mnar| = o

lim
(s,t)—(s",t")
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and ,
t !
lim / H [e(S_T)A —el _T)A] h(T)H dr=0
)Jo

(s,t) = (st

which along with Eq. (44.14) shows F is continuous.
By the fundamental theorem of calculus,

0
v — (s—t)A
atF(s, t)y=e h(t)

and as we have seen this expression is continuous on D. Moreover, since

%e(S_T)Ah(T) = Ae(S_T)Ah(T)

is continuous and bounded for on s > t > 7, we may differentiate under the
integral to find

t
OF (s,t) _ / Ae=DAR(r)dr for s > t.
0s 0

A similar argument (making use of Eq. (44.10) with k£ = 1) shows % is

continuous for (s,t) € D.
By the chain rule, u.(t) := F(t +¢,t) is C* for t > —¢ and
_OF(t+et)  OF(t+et)
W)= T a

t
=e“h(t) + / AT (DY dr = e“Ah(t) + uc(t).
0

Theorem 44.21. Suppose A = A*, A <0, up € H and h : [0,00) — H is
continuous. Assume further that h(t) € D(A) for allt € [0,00) and t — Ah(t)
s continuous, then

t
u(t) := eug +/ e An(r)dr (44.15)
0
is the unique function u € C*((0,00), H)NC([0,00), H) such that u(t) € D(A)
for all t > 0 satisfying the differential equation
w(t) = Au(t) + h(t) for t >0 and u(0+) = uo.
Proof. Uniqueness: If v(t) is another such solution then w(t) := u(t) —
v(t) satisfies,
w(t) = Aw(t) with w(0+) =0

which we have already seen implies w = 0.
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Existence: By linearity and Theorem 44.13 we may assume with out loss
of generality that up = 0 in which case

¢
u(t) = / e An(r)dr.
0
By Lemma 44.19, we know 7 € [0,%] — "7 4h(r) € H is continuous, so the
integral in Eq. (44.15) is well defined. Similarly by Lemma 44.19,
€0,t] — e®AAN(T) = Ae"DAN(T) e H

and so by Corollary 44.18, u(t) € D(A) for all t > 0 and

¢ ¢
Au(t):/ Ae(t_T)Ah(T)dT:/ e AAN(T)dT
0 0
Let .
ue(t):/ et DA (T dr
0

be defined as in Lemma 44.20. Then using the dominated convergence theo-
rem,

sup [|ue(t) — u(®)]| <Sup/ H (t+6 A _ (t-7)A )h(T)HdT
t<T +<T

€A N
S/OH( I) h(r)||dr — 0 as e L 0,

sup || Au.(t) — Au(t)] < /0 H(eEA —I) Ah(7)||dr — 0 ase |0

t<T

and
¢ ¢
‘/eeAh(T)dT—/h Ydr /H (7)|[dr — 0 asel0.
0 0
Integrating Eq. (44.13) shows
¢ ¢
ue(t) :/ EEAh(T)dT+/ Au(T)dr (44.16)
0 0

and then passing to the limit as € | 0 in this equations shows

u(t) = /0 h(r)dr + /0 " Au(r)dr.

This shows w is differentiable and u(t) = h(t) + Au(t) for all ¢ > 0. =
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Theorem 44.22. Let a > 0, h: [0,00) — H be a locally o — Holder continu-
ous function, A= A*, A <0 and ug € H. The function

t
u(t) := eug +/ e An(r)dr
0

is the unique function v € C*((0,00), H)NC([0,00), H) such that u(t) € D(A)
for all t > 0 satisfying the differential equation

Uu(t) = Au(t) + h(t) fort >0 and u(0+) = uo.
(For more details see Pazy [9, §5.7].)

Proof. The proof of uniqueness is the same as in Theorem 44.21 and for
existence we may assume ug = 0.
With out loss of generality we may assume ug = 0 so that

u(t) = /Ot et AR(7)dr.

By Lemma 44.19, we know 7 € [0,] — "7 4h(7) € H is continuous, so the
integral defining u is well defined. For € > 0, let

t t
uc(t) ::/ e(t+€_T)Ah(7)dT:/ e(t_T)AeGAh(T)dT
0 0

Notice that v(7) := e“Ah(r) € C®(A) for all 7 and moreover since Ae is
a bounded operator, it follows that 7 — Awv(7) is continuous. So by Lemma
44.19, it follows that 7 € [0,t] — Ae(*=TAy(7) € H is continuous as well.
Hence we know u.(t) € D(A) and

t
Aue(t):/ Aelt = A AR (T)dr.
0

Now

Au(t) = /0 " A IA R dr 4 /0 " A TIA (1) — h(t)] .

t
/ AetHe=D AR () dr = —e(tren AR T=t — ((HHAR () _ gedp ()
0

and

| Aete4 [h(r) — nee))| < e 1h() = RO

t+e (t+e—1)

< Ce ! 1

=~ ﬁ‘t—TPSC@_lﬁ—TP_I.
€—T
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These results along with the dominated convergence theorem shows lim, o Au.(t)
exists and is given by

. 1 (t+e)A _ €A
lim Au(t) = lim [e h(t) — e h(t)}

t

+ hﬁ)l A DA (1) — h(t)] dr
€ 0

t
— Mht) — h(t) + / A=A [h(r) — h(t)] dr.
0
Because A is a closed operator, it follows that u(t) € D(A) and

Au(t) = e h(t) — h(t) + /t A=A () — h(t)] dr.
0

Claim: ¢ — Au(t) is continuous. To prove this it suffices to show
¢
o(t) == A / =A(B(r) — h(t))dr
0
is continuous and for this we have
t+A
o(t+ A) —v(t) = / AeUHAA( () — Bt + A))dr
0
t
f/ A=A (h() — h(t))dr
0

=I+1I

where

1

t+A
/ Ae(t+A_T)A(h(T) — h(t+ A))dr and
1T = / | A+ A=DA((r) = Bt + A)) = A=A (h(r) = h(1))] dr
0
- / | [AeTHA=DA () = h(1)) = A" DA (h(r) — h(t))| dr
0

t
+ / A+ A=A ((t) — (e + A))] dr
0
—I1, + 11,
and
t
11 = / Afet+A=04 — ot=D4] (h(r) — h(t))dr and
0

11, = [e<t+A>A - eAA] (h(t) — h(t + A)).
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We estimate I as

t+A
”I”S/t |4t 2D (h(r) — n(e + 2)|| dr

t+A 1
- - N
C’/t t—I—A—T‘t—i— 7% dr

<

14
:C/ 2 tde = Ca™ |A]Y - 0as A — 0.
0

It is easily seen that ||IL3] <2C|A|* — 0as A — 0 and
HA {e(t-l-A—‘r)A _ e(t—T)A} (h(T) . h(t))H <C |t - 7_‘04*1

which is integrable, so by the dominated convergence theorem,
t
1L < / HA [e<t+A*T>A - emﬂﬂ (h(r) — h(t))” dr —0as A — 0.
0

This completes the proof of the claim.
Moreover,

Auc(t) — Au(t) = eUTIAn(t) — et h(t) + h(t) — e h(t)
! e(t+e—T)A _ e(t—T)A 7) — r
+/0A( ) [h(r) = h(t)) d
so that
| Auc(t) — Au(t)|| <2 ||h(t) — e“*h(t)]
’ e(th)A eeA . ) — 7_
+/O |aet=4 (et — 1) (1) — o)) @
<2||h(t) — e““h(t)||

-1 ! 1 €A ) — -
st [ e e = 1) i) - heo) |

from which it follows Au.(t) — Au(t) boundedly. We may now pass to the
limit in Eq. (44.16) to find

u(t) = lellrgl ue(t) = 16%1 [/t e“Ah(r)dT + /t AUG(T)dT:|

0 0

t t
= / h(r)dr +/ Au(r)dr
0 0
from which it follows that u € C1((0,00), H) and 1u(t) = h(t) + Au(t). =
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Heat Equation

The heat equation for a function u : Ry x R™ — C is the partial differential
equation

<8t - %A) u =0 with u(0,2) = f(z), (45.1)

where f is a given function on R™. By Fourier transforming Eq. (45.1) in the
x — variables only, one finds that (45.1) implies that

(@ n % |§|2> a(t, €) = 0 with (0, €) = f(€). (45.2)

and hence that a(t, &) = e *€"/2f(¢). Inverting the Fourier transform then
shows that

u(t,a) = F4 (W2 (9)) (@) = (F7 (719/2) e f ) (@) = 42 f(a).
From Example 32.4,
F-1 (,;t\am) (2) = pola) = t—/2e~F el
and therefore,
u(t, ) = /n pe(z —y)f(y)dy.

This suggests the following theorem.
Theorem 45.1. Let

pe(m —y) = (2mt) V2 e leul?/2t (45.3)

be the heat kernel on R". Then

1 :
<8t - §Az) pe(@—y) =0 and limp;(z —y) = 8 (y), (45.4)
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where §; is the 6 — function at x in R™. More precisely, if f is a continuous
bounded function on R™, then

uta) = [ a0 f)dy

is a solution to Eq. (45.1) where w(0,x) := limy o u(t, x).

Proof. Direct computations show that (at — %AI) pi(x —y) = 0 and an
application of Theorem 11.21 shows limy o pi(z — y) = 02(y) or equivalently
that limg o [, pe(z — ) f(y)dy = f(x) uniformly on compact subsets of R™.
This shows that limy g u(t,z) = f(x) uniformly on compact subsets of R”. m

Proposition 45.2 (Properties of ¢'4/2).

1. For f € L*(R",dz), the function

2
e_%‘w_yl

(425) @) = (Bif)@) = [ F0) s

is smooth in (t,x) fort >0 and x € R™ and is in fact real analytic.

2. A2 qcts as a contraction on LP(R™ dx) for all p € [0,00] and t > 0.
Indeed,

3. Moreover, py % f — f in LP ast — 0.

Proof. Item 1. is fairly easy to check and is left the reader. One just
notices that p;(xz — y) analytically continues to Ret > 0 and z € C™ and then
shows that it is permissible to differentiate under the integral.

Ttem 2.

(e * ) (@) < / P @) pea — v)dy

Rn

and hence with the aid of Jensen’s inequality we have,

s A1 < [ [ 1P =yt = 111,

So P, is a contraction V¢ > 0.

Item 3. It suffices to show, because of the contractive properties of p;*,
that ps x f — fas¢ | 0 for f € C.(R™). Notice that if f has support in the
ball of radius R centered at zero, then

(e * (@) < / F@IPia — 9)dy < [flloe / Pu(z — y)dy

’ ly|[<R
= ||f|locCR™ e 2 (21 =R)*
and hence
n —L(lz|l—R)?
|pt*f—f|fzp:/|<R|pt*f_fpdy+”f|w0R R
AR

Therefore p; x f — fin LP ast | 0 Vf € C.(R"). m
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Theorem 45.3 (Forced Heat Equation). Suppose g € Cy(R?) and f €
C’bl’Q([O,oo) x R%) then

u(t, z) = ps x g(x) —1—/0 Pi—r % f(7,2)dT

solves 5 )
U .
Fri EAU + f with u(0,-) = g.

Proof. Because of Theorem 45.1, we may with out loss of generality as-
sume g = 0 in which case

t
u(t,z) = /0 pe* f(t — 7, 2)dr.

Therefore

ou t 0
E(t,x):pt*f(O,:c)Jr/o pT*af(t*T,ZE)dT

t
0
:pt*fo(x)—/o pT*Ef(t—T,LL')dT
and

2

Hence we find, using integration by parts and approximate é — function argu-
ments, that

t
A
éu(t, x) = / Dy ¥ Ef(t —7,2)dT.
0

t
<% — %) u(t, ) = p * fo(x) +/0 Dr * <_837 - %A> ft =7 x)dr

= pt * fo(2)
e 0 1
+1€%1 E Dr * <5§A) ft—7,x)dr

= pr* fo(a) ~ limp, * (¢~ 7).

t
+ lim (2 - lA) prx f(t —T,2)dr

elo Jo \or 2
=pe* fo(x) = pe *fo($)+1€iflg pe* f(t— € )
:f(tvx)'
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45.1 Extensions of Theorem 45.1

Proposition 45.4. Suppose f : R™ — R is a measurable function and there
exists constants ¢, C < oo such that

|f(z)] < Cetlol,

Then u(t, z) := py * f(x) is smooth for (t,x) € (0,c¢71) x R™ and for all k € N
and all multi-indices «,

o (5) o= (02 (§) w) s s

In particular u satisfies the heat equation u; = Au/2 on (0,c¢71) x R™.

Proof. The reader may check that

D~ (%) kpt(ar) =q(t™" 2)pe(w)

where ¢ is a polynomial in its variables. Let zp € R™ and € > 0 be small, then
for x € B(xg,€) and any 8 > 0,

2 2 — 2 2
2 =yl = [af* = 2lally] + lyl* = |yl + lal* — (672 |2 + 52 |y*)

> (1-82) g = (872 = 1) (Jwof +¢).

:e<t<c—e&x€B(w07e)}

e 57 lo—yl 2
< sup q(t‘l,x—y)( 7 et e<t<c—e&xe Blzoe)
2mt)"
1 2 c 2
el=32 (=) 45w’ | (<t < eand
< C(B,xg,€) su tha— Yo e :
< C(B, wo,€) P{q( v) (2r)"2 z € B(o,€)

By choosing S close to 0, the reader should check using the above expression
that for any 0 < 6 < (1/t — ¢) /2 there is a C' < oo such that g(y) < CeolvP’,
In particular g € L' (R™). Hence one is justified in differentiating past the
integrals in p; x f and this proves Eq. (45.5). m

Lemma 45.5. There exists a polynomial q,(x) such that for any 5 > 0 and

6>0,
_Bly? " 1 _po?
/R" Ly =€ vl dy < 6"qn (W) e
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Proof. Making the change of variables y — dy and then passing to polar
coordinates shows

o0
/ l\y\zéfﬁwdy:yl/ Lysre P ay = a(S"”)é"/ e BT =1y,
R"L RTL 1

Letting A = 862 and ¢,,(\) := [ e~ rndr, integration by parts shows

r=1
0o —Ar? e8] —Ar?
n—1 € 1 - 1 (7172)e
= = — = -1 —d
dn(N) /T:lr d<_2)\> T +2/T:1(n )r S
Ly n—1
=5¢  t oy 2.

Iterating this equation implies

000 = e+ T (e + Sgoe )

" 2
and continuing in this way shows

_ _ (n—1)N
on(N) = € ra (W) + g 6i(Y)
where ¢ is the integer part of n/2, i = 0 if n is even and ¢ = 1 if n is odd and
Ty is a polynomial. Since

[e'e] 5 [e'e] 5 -\
Po(N) :/ e A dr < ¢1(N) :/ re M dr = ‘;—A

=1 r=1

it follows that
Pn(N) < eiAQn(/\il)

for some polynomial g,,. m
Proposition 45.6. Suppose f € C(R",R) such that |f(z)] < Ce5l=* then
pr % f — f uniformly on compact subsets as t | 0. In particular in view of
Proposition 45.4, u(t,z) := p: * f(x) is a solution to the heat equation with
u(0,z) = f(x).

Proof. Let M > 0 be fixed and assume |z| < M throughout. By uniform
continuity of f on compact set, given € > 0 there exists 6 = §(¢) > 0 such
that |f(z) — f(y)| < eif | —y| < § and |z| < M. Therefore, choosing a > ¢/2
sufficiently small,

Im*ﬂ@f@H—L/m@Hﬂmwf@H@‘
S/m@ﬂﬂm—w—fmﬂw
. _¢ o5le—yl® o pslal®) =l
= yﬁépt(y)dw(27Tt)”/2/y|za[ Fertl W

<e+C (27Tt)_"/2/ 67(%7‘1>|y|2dy.
ly|>6
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So by Lemma 45.5, it follows that
= — 1 1 2
Ipe F(@) — F(@)] < e+ C (2mt) "/ 6, (ﬁ) S
a

and therefore

limsup sup |pi* f(z)— f(z)]<e—0aselO.
tlo  |a|<M

Lemma 45.7. If q(x) is a polynomial on R™, then

o AT
/Rn el —y)gw)dy =Y ——q(x).

n=0
Proof. Since

[t z) = /n pe(x — y)a(y)dy = / pi() Y aapz®y’dy = Co(t)z”,

n

f(t,x) is a polynomial in x of degree no larger than that of ¢. Moreover
f(t,z) solves the heat equation and f(t,z) — g(z) as t | 0. Since g(t,z) :=
>l %%q(m) has the same properties of f and A is a bounded operator
when acting on polynomials of a fixed degree we conclude f(t,z) = g(¢t,z). m
Example 45.8. Suppose q(r) = z129 + x5, then

2

t
214

t
etA/Qq(x) — 2120 + m% + §A (x1x2 + xé) + A2 (:mxz + x%)

t t?
=120 + x5 + = 1223 + 4l

2 2.4
= 1179 + x5 + 6tzd + 3t2.

Proposition 45.9. Suppose f € C*°(R"™) and there exists a constant C < o0
such that

S D f()] < e,

|a|=2N+2
then

N

(pi# f)() = 22 f(2)" =Y %A%) +0(" ) ast 10
k=0

Proof. Fix x € R" and let

)= Y D@

lo] <2N+1
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Then by Taylor’s theorem with remainder
2N+2 2
[f(@+y) = In@)] < Clyl™™ ™ sup eCletl
te[0,1]
< C PN P2 2Ol H] < &y PN H2 20N

and thus

/ pe(y)f(z +y)dy —/ pt(y)fzv(y)dy'
S CN(/R pt(y) |y‘2N+2 620|y‘2dy
— C«tN+1/ pl(y) |y|2N+2 e2t2C|y|2dy _ O(tN+1)
R”'L

Since f(x+y) and fx(y) agree to order 2N + 1 for y near zero, it follows that

N

N 4k
[ s = 3 A0 = 3 e+ e
k=0 k=0
N
- A
k=0

which completes the proof. m

?T‘|°"

45.2 Representation Theorem and Regularity

In this section, suppose that §2 is a bounded domain such that 2 is a C? —
submanifold with C? boundary and for T' > 0 let 27 := (0,T) x {2, and

I'r = ([0,T] x 92) U ({0} x 2) C bd(27) = ([0,T] x 02) U ({0,T} x )
as in Figure 45.1 below.

Theorem 45.10 (Representation Theorem). Suppose u € C*Y(02r)
(Qr = Qp =[0,T) x 2) solves uy = & Au—+ f on 2p. Then

w(T,z) = /pT(x —y)u(0,y)dy + / pr—i(x —y) f(t,y)dydt
0 [0,T]x 2

{6;77;; (x —y)u(t,y) — pr—e(z — y)%(y) do(y)dt

[0,T]x 882

N =

+

(45.6)



956 45 Heat Equation

Fig. 45.1. A cylindrical region 21 and the parabolic boundary I'r.

Proof. For v € C%1(]0,T] x {2), integration by parts shows

t=T
dy
t=0

1
= /(—vt + §Vv - Vu)dydt + /vu
Qr 2

1 v
+ 5 / v % dth

[0,T]x082

= /(—vt —% Av)udydt + /vu

Q7 N

+ = —U— vV

[0,T1x08

Given € > 0, taking v(t,y) := prie—¢(z — y) (note that v; + 3 Av = 0 and
v e C?L([0,T] x 2)) implies

F& yY)prse—t(x —y)dydt =0+ / pe( — y)u(t,y)dy
[0,T]x 2 “

- / pre( — y)ult, y)dy
2

prie—t(z—y) u(t )

o 6uy ] do(y)dt

1
+ =
2 —PTte—t(T — y)—an (y)

[0,T]x 882 [
Let € | 0 above to complete the proof. m

Corollary 45.11. Suppose f = 0 so w(t,z) = 3Au(t,z). Then u €
C>((0,7) x £2).
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Proof. Extend p:(x) for ¢t < 0 by setting pt(x) := 0 if ¢ < 0. It is not to
hard to check that this extension is C*° on R x R™\{0}. Using this notation
we may write Eq. (45.6) as

ult,z) = (Z pule — y)u(0, y)dy
1 [8]9157

* 2 Ony

(= y)u(t,y) — pr—t(z — y)%(y} do(y)dr.
[0,00)x 82

The result follows since now it permissible to differentiate under the integral
to show u € C*° ((0,T) x 2). m

Remark 45.12. Since © — pi(x) is analytic one may show that x — wu(t,z) is
analytic for all x € (2.

45.3 Weak Max Principles

Notation 45.13 Let a;;,b; € C ((_ZT) satisfy a;; = aj; and foru € C*(£2) let

Lu(t,z) = Z @i (t, ), () + Z bi(t, )uy, (). (45.7)

We say L is elliptic if there exists 0 > 0 such that
> aij(t,2)&8; = 0[¢)* for all € € R™ and (t,x) € Q7.

Assumption 3 In this section we assume L is elliptic. As an example L =
%A 1s elliptic.

Lemma 45.14. Let L be an elliptic operator as above and suppose u € C? (£2)
and zo € 2 is a point where u(x) has a local mazimum. Then Lu(t,zo) < 0
for all t € [0,T7.

Proof. Fix ¢t € [0,T] and set Bj; = ugo;(z0), Aij := ay;(t,20) and let
{ei}?zl be an orthonormal basis for R™ such that Ae; = \;e;. Notice that
Ai > 0 > 0 for all i. By the first derivative test, u,, (z¢) = 0 for all ¢ and hence

L’U,(t,.’bo) = ZA”B” = ZAWBU = tI‘(AB)
= Zei . ABel = ZAGZ ~Bei = Z)\ZGZ ~Bei

= Zkiﬁziu(t,zo) S 0

The last inequality if a consequence of the second derivative test which asserts
O2u(t,xg) <0 forallv e R". m
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Theorem 45.15 (Elliptic weak maximum principle). Let {2 be a bounded
domain and L be an elliptic operator as in Eq. (45.7). We now assume that
aij and bj are functions of x alone. For each u € C (£2) N C*(2) such that
Lu>0 on 2 (i.e. u is L — subharmonic) we have

maxu < max u. (45.8)
Q bd(£2)

Proof. Let us first assume Lu > 0 on (2. If v and had an interior local
maximum at g € §2 then by Lemma 45.14, Lu(zg) < 0 which contradicts the
assumption that Lu(zg) > 0. So if Lu > 0 on 2 we conclude that Eq. (45.8)
holds.

Now suppose that Lu > 0 on 2. Let ¢(z) := e*™ with A > 0, then

Lo(z) = (Na11(z) + bi(z)A) e > X (M + by (2)) .

By continuity of b(z) we may choose A sufficiently large so that A0 +b1(z) > 0
on {2 in which case L¢ > 0 on (2. The results in the first paragraph may now
be applied to ue(x) := u(x) + ep(z) (for any € > 0) to learn

u(z) + ep(x) = uc(r) < max ue < max u + € max ¢ for all z € 2.

bd(£2) bd(£2) bd(2)
Letting € | 0 in this expression then implies

u(z) < max u for all z € 2
bd(12)

which is equivalent to Eq. (45.8). m

Theorem 45.16 (Parabolic weak maximum principle). Assume u €
0172(QT\FT) N C(.QT)

1. If ug — Lu < 0 in Q7 then

maxu = maxu. (45.9)
ﬁT I'r

2. If uy — Lu > 0 in 27 then minu = min u.
ET I'r
Proof. Ttem 1. follows from Item 2. by replacing u — —u, so it suffices
to prove item 1. We begin by assuming u; — Lu < 0 on {27 and suppose for
the sake of contradiction that there exists a point (tg,zg) € 27\ I'r such that
u(to, o) = max u.
Qr
1. If (to,z0) € 27 (ie. 0 < tp < T) then by the first derivative test
%(to, xo) = 0 and by Lemma 45.14 Lu(to,xo) < 0. Therefore,

(us — Lu) (to, xo) = —Lu(to,xo) >0

which contradicts the assumption that u; — Lu < 0 in {27.



45.3 Weak Max Principles 959

2. If (tg,x0) € Rp\I'r with ty = T, then by the first derivative test,
94(T,20) > 0 and by Lemma 45.14 Lu(to, zo) < 0. So again
(ug — Lu) (to,xo) >0
which contradicts the assumption that u; — Lu < 0 in £27.

Thus we have proved Eq. (45.9) holds if u; — Lu < 0 on Qr. Finally if
uy — Lu < 0 on 21 and € > 0, the function u(¢,z) := u(t,z) — et satisfies
uy — Lu® < —e < 0. Therefore by what we have just proved

u(t,r) — et < maxu® = maxu® < maxu for all (¢,z) € 2r.
ET FT FT

Letting € | 0 in the last equation shows that Eq. (45.9) holds. =

Corollary 45.17. There is at most one solution u € CY2(2p\I'r) N C(27)
to the partial differential equation

0
6_1: = Lu withu = f on I.
Proof. If there were another solution v, then w := v — v would solve

%—T = Lw with w = 0 on Ip. So by the maximum principle in Theorem 45.16,

w=0on Q7. m
We now restrict back to L = %A and we wish to see what can be said
when (2 = R" — an unbounded set.

Theorem 45.18. Suppose u € C([0,T] x R*) N C>1((0,T) x R™),
Up — %Augo on [0,T] x R"™
and there exists constants A,a < oo such that
u(t,z) < Aedlel? for (t,z) € (0,T) x R".
Then

sup u(t,z) < K := sup u(0,x).
(t,z)€[0,T]xR"™ TzER™

Proof. Recall that

Ope(x) = = Api(z). (45.10)
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Since both sides of Eq. (45.10) are analytic as functions in x, so!

%(m) = %(Apt)(ix) = *%Axpt(i‘r)

and therefore for all 7 >0 and t < 7

8107'715

‘ : ‘ 1 ‘
T (iz) = —pr_t(iz) = iﬂxpT_t(w).

That is to say the function

1

T—1

n/2
1 ‘z|2
e2=H foro<t<r

plt.a) = pr-ili) = (

solves the heat equation. (This can be checked directly as well.)
Let ¢,7 > 0 (to be chosen later) and set

v(t,x) = u(t,z) —ep(t,z) for 0 <t < 7/2.
Since p(t,x) is increasing in ¢,

1 n/2
v(t,z) < Aetlzl® _ ¢ <—> e 7 for 0 <t<7/2

T

Hence if we require % >agorT< % it will follows that

lim sup v(t,x)| = —o0.
|| —oo |o<t<r/2

Therefore we may choose M sufficiently large so that

v(t,x) < K :=supu(0,z) for all || > M and 0 <t < 7/2.
z

A A
<8t—5>v:(0t—?>u<0

we may apply the maximum principle with 2 = B(0, M) and T = 7/2 to
conclude for (¢,x) € £2p that

Since

u(t,x) —ep(t,x) =v(t,z) < supv(0,2) < Kif 0 <t <7/2
z€N

! Similarly since both sides of Eq. (45.10) are analytic functions in ¢, it follows that

0 . 1
&Pft(if) = —pi(z) = —Eﬁpft-
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We may now let € | 0 in this equation to conclude that
ut,z) < Kif0<t<71/2. (45.11)
By applying Eq. (45.11) to u(t + 7/2,x) we may also conclude
u(t,z) < Kif0<t<r.

Repeating this argument then enables us to show u(t,z) < K for all 0 <t <
T m

Corollary 45.19. The heat equation
1
ug — §Au =0 on [0,T] x R™ with u(0,-) = f(-) € C(R™)

has at most one solution in the class of functions w € C([0,T] x R™) N
C?1((0,T) x R™) which satisfy

u(t,z) < Ae™” for (t,x) € (0,T) x R™
for some constants A and a.

Theorem 45.20 (Max Principle a la Hamilton). Suppose u € C12 ([0,T] x R?) satisfies

1. u(t,z) < Ae®* for some A,a ( for allt <T)
2. u(0,2) <0 for all x
3. % < Aude (0 — A)u <0.

Then u(t,z) <0 for all (t,z) € [0,T] x R4,

Proof. Special Case. Assume % < Auon [0,T] x R?, u(0,z) < 0 for
all z € R? and there exists M > 0 such that u(t,x) < 0 if |z| > M and
t € [0, T].For the sake of contradiction suppose there is some point (¢, x) €
[0,T] x R? such that u(t,z) > 0.

By the intermediate value theorem there exists 7 € [0, ¢] such that u(r, z) =
0. In particular the set {u = 0} is a non-empty closed compact subset of
(0,T] x B(0, M). Let

71 (0,T) x B(0, M) — (0,T]

be projection onto the first factor, since {u # 0} is a compact subset of (0, T'] x
B(0, M) if follows that

to :=min{t € 7 ({u=0})} > 0.

Choose a point zg € B(0, M) such that (tg,z) € {u = 0}, i.e. u(to,zo) =0,
see Figure 45.2 below. Since u(t,r) < 0 for all 0 < t < ty and z € R%,
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u<o

Fig. 45.2. Finding a point (to, zo) such that to is as small as possible and u(to, zo) =
0.

u(to, z) < 0 for all € R? with u(tg, z¢) = 0. This information along with the
first and second derivative tests allows us to conclude

Vu(to,zo) =0, Au(te,z0) <0 and %(to,xo) > 0.

This then implies that

0< %(to,l‘o) < Au(to,zo) <0

which is absurd. Hence we conclude that u < 0 on [0,7] x R<.
General Case: Let pi(z) = td%e*%mQ be the fundamental solution to
the heat equation
Orpr = Apy.

Let 7 > 0 to be determined later. As in the proof of Theorem 45.18, the

function

1

T—1

/2
1 |£‘2
eiT=0 for0<t<r

plt,2) = pri(iz) = (

is still a solution to the heat equation. Given € > 0, define, for t < 7/2,
ue(t,x) = u(t,x) — e — et — ep(t, x).
Then

(O — D)ue = (0 — D)u—e < —e <0,
ue(0,2) =u(0,z) —e<0—e< —€<0
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and for ¢ < 7/2

1
ue(t,z) < Aetlel” — e — ¢ =73
jn

o laf?

Hence if we choose 7 such that = > a, we will have uc(t,z) < 0 for |z|
sufficiently large. Hence by the special case already proved, wu.(¢,z) < 0 for
all 0 <t < T and € > 0. Letting € | 0 implies that u(¢,z) < 0 for all
0 <t < 7/2. As in the proof of Theorem 45.18 we may step our way up by
applying the previous argument to u(t + 7/2,z) and then to u(t + 7, z), etc.

to learn u(t,z) <O0forall 0 <¢t<T. m

45.4 Non-Uniqueness of solutions to the Heat Equation

Theorem 45.21 (See Fritz John §7). For any « > 1, let

e >0
= 45.12
s={s" 170 (45.12)
and define
O (k) (1) 2k
_\ 9Pz
u(t,x) = Z o
k=0
Then u € C**(R?) and
Ut = Uy and u(0,z) := 0. (45.13)

In particular, the heat equation does not have unique solutions.

Proof. We are going to look for a solution to Eq. (45.13) of the form

u(t,x) = Z gn(t)z"
n=0

in which case we have (formally) that

o0

= Z [gn(t) - (TL + 2)(77, + 1)gn+2(t)} ",
This implies

_ Gn
nt2 = CEPCET) (45.14)

To simplify the final answer, we will now assume u,(0,z) = 0, i.e. g1 =0 in
which case Eq. (45.14) implies g,, = 0 for all n odd. We also have with g := go,
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gzg_ozigzﬂzig:ﬁ g _g®
S TS T eI BT T S e
and hence N o
— gM )z
tao)=Yy L2 45.1
u(t, ) k;) 20 (45.15)

The function u(t,z) will solve u; = g, for (t,z) € R? with u(0,z) = 0
provided the convergence in the sum is adequate to justify the above compu-
tations.

Now let g(t) be given by Eq. (45.12) and extend g to C\(—o0, 0] via g(z) =

e

e where

27 = e~ log(z) — gmallnr+if) for o — e with — 7 < 0 < 7.

In order to estimate g(*)(¢) we will use of the Cauchy estimates on the contour
|z — t| = vt where ~ is going to be chosen sufficiently close to 0. Now

Re(27%) = e~ " cos(af) = |2|~“ cos(af)

and hence

—Re(2™%) _ ,—|z|7% cos(ad)

lg(2)| = e e :

From Figure 45.3, we see

v TN g
\ Co. N2/ Re

Fig. 45.3. Here is a picture of the maximum argument 6,, that a point z on 0 B(t, vt)
may attain. Notice that sin 6, = vt/t = ~ is independent of ¢ and 6,, — 0 as v — 0.

B(7) := min {cos(af) : —7 < 0 < 7 and [re”’ —t| = 4t}

is independent of ¢t and B(v) — 1 as v — 0. Therefore for |z —t| = vt we have

19(2)] < e FI7 B0 < o= (DT80 — o~ FEE < o4

o

provided -y is chosen so small that % > %
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By for w € B(t,t7), the Cauchy integral formula and its derivative give

g(w)zi.%\z e 9tz ) dz and

211

k! z
g(k)(w) == % z—t—wt# dz

21

and in particular

k! l9(2)]
) (¢ ) <= _—2 g
’g ( ) = 9 |27t|—7t|z 7w‘k+1 | Z‘
Kl _1-e 27t ! Ca
< Bogpme 2mt Ko (45.16)
2 7| |

We now use this to estimate the sum in Eq. (45.15) as

& (k) t 2k
ut, ) < 3| L
k=0

g™
(2k)!

PR (ﬁ)’“ (;E? 1t°‘> B
<e =) =exp|——7 Q.
|
— k! \ it vt 2

Therefore ltli%l u(t,z) = 0 uniformly for z in compact subsets of R. Similarly

)

one may use the estimate in Eq. (45.16) to show u is smooth and
(F) () z2(k=1)

)(2k — Da?h—2 &
= 3 e S

k=1

o0 g(k+1)(t)$2k
= —_— T = Uy.

24 (2h)!

45.5 The Heat Equation on the Circle and R

In this subsection, let Sy, := {Lz : z € S} — be the circle of radius L. As usual
we will identify functions on Sp with 27 L — periodic functions on R. Given
two 2xw L periodic functions f, g, let

1 7L B
(f,9)L = oL . f(@)g(z)dz
and denote Hy := L3 _; to be the 2rL — periodic functions f on R such

that (f, f)r < co. By Fourier’s theorem we know that the functions x%(z) :=
etk*/L with k € Z form an orthonormal basis for H;, and this basis satisfies
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2 AN
@Xk =- <f> Xk -
Therefore the solution to the heat equation on Sy,

1
Ut = S Uae with w(0,-) = f € Hp

is given by
u(t,z) = Z(f’ Fe L(£)t ika/L
keZ
— Z (2 L (y)elky/Ldy> 67%(%)2teikz/L
7T —mL
L
= / Py W)y
where
~1(£)% ika/L
pt 27TL Ze 2 L ez x )
kezZ

If f is L periodic then it is nL — periodic for all n € N, so we also would learn

mnL
u(t,x) = / pil(x — y) f(y)dy for all n € N.

—mnlL

this suggest that we might pass to the limit as n — oo in this equation to
learn

u(t,z) = /Rpt(w —y)f(y)dy

where

pi(z) := lim pil(z) = lim — Z —3()% ei(£)e

n—00 L—oco 27TL
keZ
]. 1e2 . 1 z2
= -3¢ telgzd = e 2t
o $= Vot

From this we conclude
u(t.) = [ o~ ) dy—/ S p(w — g + 270 L) fy)dy
R —nL neE”Z
and we arrive at the identity

> ¢ =Y e 2l = g S ek
7t s

neZ keZ

which is a special case of Poisson’s summation formula.
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Abstract Wave Equation

In the next section we consider
utr — Au = 0 with u(z,0) = f(z) and u¢(x,0) = g(z) for z € R®.  (46.1)

Before working with this explicit equation we will work out an abstract Hilbert
space theory first.

Theorem 46.1 (Existence). Suppose A : H — H is a self-adjoint non-
positive operator, i.e. A* = A and A < 0 and f € D(A) and g € g €
D (\/fA) are given. Then

sin(tv/—A)

u(t) = cos(tv/—A) f + Wi

g (46.2)

satisfies:

1. u(t) = cos(tvV/—A)V—A [ +sin(tv/—A)g exists and is continuous.

2. U(t) ewists and is continuous
i(t) = Au with u(0) = f and 4(0) = g. (46.3)
3. & /=A u(t) = —cos(tvV—A)A f + sin(tv/—A)V/—Ag exists and is con-

tinuous.

Eq. (46.3) is Newton’s equation of motion for an infinite dimensional har-
monic oscillation. Given any solution u to Eq. (46.3) it is natural to define its
energy by

BE(t,u) = = [Jla@)|® + |wu(®)|?] = K.E. + P.E.

N =

where w := \/—A. Notice that Eq. (46.3) becomes i + w?u = 0 with this
definition of w.
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Lemma 46.2 (Conservation of Energy). Suppose u is a solution to Eq.
(46.3) such that % V—Au(t) exists and is continuous. Then E(t) = 0.

Proof.
E(t) = Re(t, @) + Re(wu, wi) = Re(, —w?u) — Re(w?u, @) = 0.
]

Theorem 46.3 (Uniqueness of Solutions). The only function u €
C%*(R, H) satisfying 1) u(t) € D(A) for all t and 2)

i = Au with u(0) = 0 = 4(0)
is the u(t) =0 for all t.

Proof. Let xa(z) = lj<a and define Pyy = xa(A) so that Py is
orthogonal projection onto the spectral subspace of H where —M < A < 0.
Then for all f € D(A) we have PyyAf = APy f and for all f € H we have
Py f € D((—A)%) for any a > 0. Let ups(t) := Ppru(t), then uy € C*(R, H),
up(t) € D((—A)®) for all t and «, t — v/—Aups(t) is continuous and

2
UJJL[ = ﬁ(PMU) = P]p{ﬂ = PMAu = APMU = AuM
with upr(0) = 0 = 1ps(0). By Lemma 46.2,
1. 1.
3 [llaeas ()11 + llwuns (4)[1%] = 3 [llaar (011 + [lwuns (0)[[*] = 0

0.

for all t. In particular this implies () = 0 and hence Ppyu(t) = ups(t)
Letting M — oo then shows u(t) =0. m

Corollary 46.4. Any solution to i = Au with u(0) € D(A) and u(0) €
D(v/—=A) must satisfy t — /—Au(t) is CL.

46.1 Corresponding first order O.D.E.

Let v(t) = u(t), and

then

Z) = <Xu> = (Slé) r = Bx with
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- (30)- ()

u(t)) [ coswt f+ —Si'zf”g
w(t) )] \ —wsinwt f+ coswt g

coswt % f
(—w sin wt cos wt) <g> (46.4)

where

Note formally that

()

and this suggests that

sin tw
B = cos w't =
—w sinwt coswt

which is formally correct since

d .p <wsinwt cos wt )
G etB _ ;5

dt —w* coswt —w sinwt

071 coswt sin tw B
= w —
(—oﬂ 0) <w sin wt coswt> Be™.

Since the energy form E(t) = ||u||? + |lw u||? is conserved, it is reasonable to
let
K =D(V=A) & H = (D(VH_A))

with inner product

glg

For simplicity we assume Nul(v/—A) = Nul(w) = {0} in which case K becomes
a Hilbert space and e*? is a unitary evolution on K. Indeed,

<f f> — (9.9) + Wh.wf).

|et? (ch) % = || coswtg — wsinwtf||> + ||w(cos +wf) + sinwtg||?

= || coswtg||? + ||wsinwtf||? + [|w coswt f||* + || sinwitg|?
= llwfII* + llgl>.

From Eq. (46.4), it easily follows that %’OetB (Jg[> exists iff ¢ € D(w)

and f € D(—w?) = D(A). Therefore we define D(B) := D(A) ® D(w) =
D(A) & D (v—A)and

Bz(ié):D(B)a o =K
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Since B is the infinitesimal generator of a unitary semigroup, it follows that
B*¥K = —B, ie. B is skew adjoint. This may be checked directly as well as

follows.
Alternate Proof that B*X = —B. For

(o)
0(2)- (3= () (2w n

= (Au,?) — (Av,a) = (u, A0) — (v, Au)
and similarly

(2)2(E) = () () =t
+

= (—Au, ) + (v, Ait) = —(B (;‘) , (

S

) € D(B) = D(A) & D(w),

[STENJ

(ST~

[STEN~J1

)
)- ()

B () 5= = o)+ e (46.5)

v

ST

which shows —B C B*. Conversely if (g) € D(B*) and B* (
then

(Au,?) + (wv,wt) for all w € D(A),v € D(w). Take v = 0 implies
(wv,wt) = (v,g) for all v € D(w) which then implies wi € D(w*) = D(w)
and hence —A% = w?@ = g. (Note @ € D(A).) Taking v = 0 in Eq. (46.5)
implies (Au, ?) = (wu,wf) = (—Au, f). Since

Ran(A) = Nul(4)* = {0}* = H,

we find that f = —0 € D(w) since f € D(w). Therefore D(B*) C D(B) and
for (u,v) € D(B*) we have

AN RN i
v (5)=-(G) =2 (5).
46.2 Du Hamel’s Principle

Consider
i = Au+ f(t) with u(0) = ¢g and @(0) = h. (46.6)

Eq. (46.6) implies, with v = 4, that

£(9)-(0)-(u)- (D))
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Therefore
017

(5)<t>_et(%> (i)*/ote(t_ﬂ(m)) (1)

sin(ty/—A) b osin((t — 17)vV—A)
o el e

Theorem 46.5. Suppose f(t) € D(v/—A) for allt and that f(t) is continuous
relative to || flla == |f|| + IV—A fll. Then

o b osin((t — 7)vV/—A)
u(t) .—/O Ny

solves it = Au+ f with u(0) = 0,4(0) = 0.

Proof. u(t) = [} cos((t — 7)v/—A) f(7)dr.

hence

u(t) = cos(tv/—A)g +

f(r)dr.

flrydr

i(t) = £(t) - / sin((t — P AW A f(r)dr

_f(t)A/o sin((t\/%\/_A)

f(r)dr.

So & = Au+ f. Note u(0) = 0 = u(0).
Alternate. Let w := +/—A, then

u(t) = /0 sin((t — 7)w) f()dr

w

t . .

sin wt cos wT — sin wT cos wit

= / f(r)dr
0 w

and hence

sin wt cos wt — sinwt cos wt

u(t) = f(t)

w

t
+ / (coswt coswT + sinwTsinwt) f(7)dr
0
t
= / (coswt coswT + sinwT sinwt) f(7)dr.
0

Similarly,
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i(t) = (coswt coswt + sinwt sinwt) f(t)

t
—|—/ w (—sinwt coswt + sinwt coswt) f(7)dr
0

— () - / sin((t — 7)w) wf(r)dr = F(t) — wPu(t)
— Au(t) + f(D).
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Wave Equation on R"

(Ref Courant & Hilbert Vol II, Chap VI §12.)
We now consider the wave equation

uge — Au = 0 with u(0,2) = f(z) and ut(0,z) = g(z) for z € R®.  (47.1)
According to Section 46, the solution (in the L? — sense) is given by
sin(ty/—A)

J- 7

To work out the results in Eq. (47.2) we must diagonalize A. This is of course
done using the Fourier transform. Let F denote the Fourier transform in the
x — variables only. Then

u(t, ) = (cos(t\/—AN) f + (47.2)

u(t, k) + |k|?a(t, k) = 0 with
@(0,k) = f(k) and a(t, k) = (k).

Therefore
sin(t|k|)

|K|

a(t, k) = cos(t|k[) f (k) + g(k).

and so
sin(t|k|)

K|

ult,z) = F! [cos<t|k>f<k> n g(k)} (2),

i.e.

sin(ty/—A) __ [sin(t|k]) . an
V5 g=2F [ 7 g(k:)} d | (47.3)
Lo [t

cos(tr/—D)f = F! {cos(t\k|)f(k)} == H

g(k)] . (47.4)

Our next goal is to work out these expressions in x — space alone.



974 47 Wave Equation on R"

47.1 n = 1 Case

As we see from Eq. (47.4) it suffices to compute:

Sn(y ) () Y ey sinle)
A o= (B 0) = gm 7 (s g 560)
),

_ -1
= g 7 (e g

This inverse Fourier transform will be computed in Proposition 47.2 below
using the following lemma.

(47.5)

Lemma 47.1. Let Cy; denote the contour shown in Figure /7.1, then for
A # 0 we have
ixe
lim
M—o0
Cm

d£ = 27Ti1)\>0.

Proof. First assume that A > 0 and let I'y; denote the contour shown in
Figure 47.1. Then

s

M

ei,\Me”

d0:27r/ dfe M0 _ (a5 M — oo
0

Therefore

oI
lim /
M—o0 ﬁ

C]\/j CM+FM

eiNE etMé
d¢ = ]\4hl>noo / d¢ = 2miresg—g <T) = 27i.

£

Fig. 47.1. A couple of contours in C.

If A <0, the same argument shows
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eI L2
lim d¢ = lim / d¢
Cnm Cyv+Tum

and the later integral is 0 since the integrand is holomorphic inside the contour
Cvy+1ITy. m

oy . _ sin(t ™
Proposition 47.2. Mhinoo}" 1 (1|£|SM %) (z) = sgn(t)% Liz|<t|-
Proof. Let
sin(t sin(t .
Ly =VorF™! (1|§|gM 7(5:&)) () = / —é &) s,

l€l<M

Then by deforming the contour we may write

y , ite _ —ite
Iy = / —5“:5 cicrge = L / €T iewge

24 ¢
M M
_ i / ei(w+t)€ _ ei(x—t)£ dg
2 I3
Cum

By Lemma 47.1 we conclude that

. 1, .
hinoo Ing = 2_2-27”(1(x+t)>0 — Lz—ty>0) = mgn(t) 1jzj<||-
(For the last equality, suppose ¢ > 0. Then & — ¢ > 0 implies  +¢ > 0 so
we get 0 and if x < —t, i.e. x +¢ < 0 then x — ¢t < 0 and we get 0 again. If
|z| < t the first term is 1 while the second is zero. Similar arguments work
when ¢ < 0 as well.) =

Theorem 47.3. Forn =1,

. x+t
BOLE) 40) = 5 [ o) o) ana (17.6)
cos(ty/—B)g(x) = % 9 + ) + g(z — 1)). (47.7)
In particular
1 1
uto) =5 (@04 fe-0)+5 [owdy Ty

is the solution to the wave equation (47.2).
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Proof. From Eq. (47.5) and Proposition 47.2 we find

sin(tv/—A) 1
———=—"g(x) =sgn(t)5 [ Lie—y>1 9(y) dy
LD -] |
) z+|t| 1 x4+t
—senlt)y [ =3 [ o
z—|t] r—1

Differentiating this equation in ¢ gives Eq. (47.7). ®
If we have a forcing term, so @ = uy 5+ h, with ©(0,-) = 0 and u(0,-) = 0,
then
THt—7

u(t, z) = /0 " sin((t \/%\/_A)h(T,z)dT _ % /O t dT% t/+ T dyh(r,y)
_%/Oth t/_T drh(r,z +7).
(47

47.1.1 Factorization method for n =1
Writing the wave equation as
0=(07 —02)u= (0 + 9:)(0 — Ou)u = (01 + Iu)v
with v := (0y — 0, )u implies v(t,x) = v(0, 2 — t) with
v(0,2) = u(0,2) — ug (0,2) = g(x) — f' ().

Now wu solves (9; — 9,)u = v, i.e. Oqu = dyu + v. Therefore

t
u(t, z) = e u(0, z) —|—/ =% (7 x)dr
0
t
=u(0,z+1) +/ o(r,x+t—T)dr
0

¢
:u(O,x+t)+/ v(0,2 + ¢ — 27)dT
0 S——
¢

1
:u(O,:r+t)+§ / v(0,z + s)ds

—t

:f(:v+t)+1 / (g(z+5) — f'(x+s))ds

2 )
:f(m+t)*%f(x+s) :t,tJF% /ttg(:chs)ds

fle+t)+ fla—t) 1 [
- 2 +5/,t

g(xz + s)ds
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which is equivalent to Eq. (47.8).

47.2 Solution for n = 3

Given a function f: R™ — R and t € R let

Flait)i= [ fo+ twyiote) = f /m—t F(@+y)do(y).
/ ,

Theorem 47.4. For f € L* (R?),

sin (V=A) - a [sinfélt s ] o) 7
S || @) = e e
and
cos (Mt) g= % [tf(z;0)] .

In particular the solution to the wave equation (47.1) for n =3 is given by

u(t,) = o (¢ F@:0) + ¢ 5z

=— / (tg(z + tw) + f(z + tw) + tV f(z + tw) - w)do(w).

jwi=1

Proof. Let gy := F~1 [Si“lg‘
spherical coordinates,
P : t . . ¢ ‘
(2m)%2 gu (z) = / SH|1£||§| T e = / % ¢illEs g

|§l<M [gl<M

M 27 T :
:/ dpp2/ dé?/ d(bmeiplx‘cowsingb
0 0 0 P

M eip\:c|cos¢
= 27T/ dpsin pt ————
0 —ilz]

f‘t 1‘&@\4 , then by symmetry and passing to

™

0

eip‘x‘ — e_ip‘xl 477 M

M
= 271/ dpsin pt - = — sin ptsin p |z| dp.
0 il |zl Jo

Using
1
sin Asin B = B [cos(A — B) — cos(A + B)]

in this last equality, shows
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g 2m (M

gu(x) = (2m) [cos((t — [z[)p) — cos((t + |z[)p)]dp

lz| Jo
39 T
= (2m) ‘*”mhM(lwI)

where

M
har(r) == /_M[cos((t —r)a) —cos((t + r)a)lda,

an odd function in r. Since

4 [sin|€t ; o L . o
d 1{ ] f(f)} = lim F ' (gu () = lim (gar % f)(@)

we need to compute gy x f. To this end

sur @)= () = [ ariodse— iy

— (%)3}/000 dphMT}p) /Iy_pf(x—y)da(y)

— <%)3w/000 dp hMT@4ﬂp2 ][ f(z —y)do(y)

lyl=p

L Oodp har(p)pf (z; p) = ﬁ /OO dp har(p)pf (3 p)

27 0 —0o0

where the last equality is a consequence of the fact that hys(p)pf(z;p) is an

even function of p. Continuing to work on this expression suing p — pf(z;p)
is odd implies

ar i) =1 [ " dap [ leos((t = pla) = cos((t + plelda pfai )

oo M
— % - dp [M cos((t — p)a)pf(x; p)da

1 M oo . _ _
= —Re/ dp/ dae’ =Py F(a; p)dor — tf (2;t) as M — oo
27 —M —00
using the 1 — dimensional Fourier inversion formula. m
47.2.1 Alternate Proof of Theorem 47.4
Lemma 47.5. A}im fin cos(pA)dp = 2m5(N).

Proof.
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M M
/ cos(p)\)dp:/ e’Pdp

-M -M

R/ d(N) [ [ A; eip)‘dp] d\ — R/ dp R/ dAp(N)e = 2mp(0)

by the Fourier inversion formula. m
Proof. of Theorem 47.4 again.

so that

/smt|§ ezﬁazdgz/ sintp eip\z|cosesin9d9 dQO p2 dp
p

€l
sin ¢ iplz|A 1
p o iplz| Ia=—1

4 o
= |—£ /0 sintp sinp|z| dp

2r [
= [cos(p(t — |z[)) — cos(p(t + |z[))] dp

4 [
= [cos(p(t — |x[)) — cos(p(t + |x[))] dp
_ 872

(0(t = |=[) = 6(¢ + [«))

C el
Therefore

o (1)
_ (i)?’w [ Gt =S ) o

2m ]
]RS

- 4% "6t — ) = 3(t + gl + ) dp do(w)
T Jo P

= lso t gla;t) — Lico (—t) gla; —t)
= tg(x;t)

47.3 Du Hamel’s Principle

The solution to

uge = Au~+ f with u(0,2) =0 and u(0,2) =0

979
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is given by

fl—ly—zly) ft—lzl,z+2)
= / JEZEL et 2) 0z

o y—af |2
|z|<t

Indeed, by Du Hamel’s principle,

[t sin((t —7)V/=A) (" sin(ry/=D)
u(t, x) —/0 Wiy f(T,:E)dT—/O —Vr ft—7,2)dr

:AtT?(t—T,xT :—/d £ / it Tx+7w)d (w)

|ew|=1

)d (let y =z + 2)

4 ly — |
B(t,x)
1 _
_ 1 [t |z|,x+z)dz.
47 |z
|z|<t

Thinking of u(t, z) as pressure (47.9) says that the pressure at = at time ¢ is
the “average" of the disturbance at time ¢ — |y — x| at location y.

47.4 Spherical Means

Let n > 2 and suppose u solves u;; = Awu. Since A is invariant under rotations,
i.e. for R € O(n) we have A(uo R) = (Au) o R, it follows that uo R is also a
solution to the wave equation. Indeed,

(u(t,") o R)yt = upe(t,-) o R = Auft, ) o R = A(u(t,-) o R).
By the linearity of the wave equation, this also implies, with dR denoting
normalized Haar measure on O(n), that
Ut |2]) = / (u(t, Rz) o R)AR
O(n)
must be a radial solution of the Wave equation. This implies

1
n—1

n—1

Utt = AIU(t,L’ED = 8TU(t,7")

r=|z|

O (r" O U (t,7)) e = {6fU(t, r)+

Now
U(t, |2]) = / ul(t, Re)dR = ][ ult, y)do(y).
0(n) B(0,|xz])

Using the translation invariance of A the same argument as above gives the
following theorem.
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Theorem 47.6. Suppose uy; = Au and © € R™ and let

Ut,r) :==ut,z;r) == ][ u(t, y)do(y)

OB (z,r)

u(t, z + rw)do(w).
9B(0,1)
Then U solves

Uy = ar(TnilUr)

1
with
U,r) = ][ uw(0,z + rw)do(w) = f(x;7)
8B(0,1)
Ui (0,7) = g(a;7).
Proof. This has already been proved, nevertheless, let us give another

proof which does not rely on using integration over O(n). To this hence we
compute

oU(t,r) =0, ][ u(t, z + rw)do(w)

8B(0,1)
= ][ Vu(t,z + rw) - wdo(w)
aB(0,1)
= L Vu(t,z +y) - ydo(y)
oSyt ulh, x Y- yaoly
1
J(Snfl)rnfl lyl<r ( y) Y

1 /T
= dp Au(t,x + y)do(y
B A )

so that

1 . 1 1 r
n — A
g O () = 0, [J(Snl)/o dp/ly_p u(t, x +y)do(y)
1

- - Au(t,z + y)do(y)

U(Snfl)rnfl lyl=r
= ][Au(t,a:—i—y)da(y)
lyl=r

= ][ ut(t, x +y)do(y) = Uy

ly|=r
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|
We can now use the above result to solve the wave equation. For simplicity,
assume n = 3 and let V(¢,7) = ru(t,z;r) = rU(t,r). Then for r > 0 we have

2
Vrr = 2U7‘ + TUrr = T(Urr + ; Ur)
=1rUy = Vi.
This is also valid for » < 0 because V (¢,7) is odd in 7. Indeed for r < 0, let

v(t,r) = V(t,—r), then V,..(t,r) = Vi (t, —7) = Viu(t, —1) = Vie(¢, 7). By our
solution to the one dimensional wave equation we find

r4+t
1 1
V(tr) = 3Vt £ VOr =)+ 5 [ Vo
r—t
Now suppose that u(0,z) = 0 and u¢(0,z) = g(z), in which case
V(0,7) =0 and V; (0,7) = rg(z,r)

and the previous equation becomes
Then

and noting that
0
S| Vi) =u,2:0) = u(t,2)

we learn 1

ult, ) = 5 [tg(x;¢) — (=) gla; —t)] = tg(x; )

as before.

47.5 Energy methods

Theorem 47.7 (Uniqueness on Bounded Domains). Let (2 be a bounded
domain such that 2 is a submanifold with C? — boundary and consider the
boundary value problem

Uy — ANu = h on Op
u=f on (002 x[0,T)) U (2 x {t=0})
ur =g on 2 x {t=0}

If u € C%(027) then u is unique.
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Proof. As usual, using the linearity of the equation, it suffices to consider
the special case where f =0, g =0 and h = 0 and to show this implies u = 0.

Let
1

Eo(t) = = / [itt,2)? + [Vu(t, )] d.
2Ja
Clearly by assumption, E(0) = 0 while the usual computation shows
Eq(t) = (0, 1) 20y + (Vu(t), Vi(t)) 2o
= (U, AU)Lz(_Q) + (V’U,(t), VU(t))LZ(Q)
= (Valt), Vu(t)) 2o + /8 it o)
Q

+ (V’U,(t), V’U,(t))LZ(Q)
=0

ou(t, )
Tda(m)

wherein we have used u(t,z) = 0 implies u(t,z) = 0 for « € 952.

From this we conclude that Ep(t) = 0 and therefore (¢, z) = 0 and hence
u=0. =

The following proposition is expected to hold given the finite speed of
propagation we have seen exhibited above for solutions to the wave equation.

Proposition 47.8 (Local Energy). Letz € R™, T > 0, uyy = Au and define

2

Then e(t) is decreasing for 0 <t < T.
Proof. First recall that

i I /Ordp /yw_pf(y)d"(y) [ 1a

B(z,r) OB (z,r)

1 .
e(t) = Enro(uit) == = / [t )2 + [Vult,y)[?] dy.
B(z,T—t)

Hence
. d .
(W= [ AP+ [Tult))dy
B(z,R—t)
1
=-3 / (Ja)* 4 |Vu|?)do + / [ it 4 Vu - Vi) dm
OB(xz,R—t) B(z,R—t)
1
=-3 / (Ja)* 4 |Vu|?)do + / [ Au+ Vu - Vi dm
OB(xz,R—t) B(z,R—t)
1 19 9 . Ou
=-3 (|o]* + |Vu|*)do + 2 U %da
OB(z,R—t) OB(xz,R—t)

1
=5 [ 2a(Vuen) - (i + [VuP))do <0
dOB(z,R—t)
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wherein we have used the elementary estimate,

2 (Vu-n) u < 2|Vu| [4] < (|a]* + |Vul?).
Therefore e(t) < e(0) =0 for all ¢ i.e. e(t) :=0. ®

Corollary 47.9 (Uniqueness of Solutions). Suppose that u is a classical
solution to the wave equation with u(0,-) =0 = u(0,-). Then u = 0.

Proof. Proposition 47.8 shows

1

5[ iR+ Vut)] dy = Baer(0) =0
B(z,T—t)

for all 0 <t < T and xz € R™. This then implies that u(¢,y) = 0 for all y € R™
and 0 <t <T and hence u =0. =

Remark 47.10. This result also applies to certain class of weak type solutions
in z by first convolving u with an approximate (spatial) delta function, say
ue(t, ) = u(t, ) * (). Then u, satisfies the hypothesis of Corollary 47.9 and
hence is 0. Now let € | 0 to find u = 0.

Remark 47.11. Proposition 47.8 also exhibits the finite speed of propagation
of the wave equation.
47.6 Wave Equation in Higher Dimensions

47.6.1 Solution derived from the heat kernel

Let

pr(x) == ——e %
and simply write p; for pj. Then
o . . ‘ ]
2/ coswt py(t)dt = / e"™“pa(t)dt = e~ A0; /Qeztw|t:0 — /2
0 R

Taking w = v/—A and writing u(t, z) := cos (v/—At) g(x) the previous iden-
tity gives
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o 1 142 o0
2 u(t, x e‘ﬁtdt=2/ u(t, t)dt
| ute) = [ ) matt)

n

1
:/ e B gz — y)dy
R

=M 2g(z) = / Ph(Y)g(z —y)dy

n (27r)\)n/2
1 e a2
:7(27T)\)"/2/0 dpe”2xF /lyl_pg(x—y)do(y)
o Sn71 e I
:7(2(m)"/)2/o dpe= 237" p" g (; p),

and so

o0 R TAo(SPTY) [ e
u(t, x)e” =" dt = \/—7/ dpe™ 23" p" " g(x; p)
/0 2 (27r)\)"/2 0
n—1 o
:\/EU(L/Q)A(TLM/ e~ g (s 1) d
2 (2m)" 0

_ _ moe(stTh .
Suppose n = 2k + 1 and let ¢, := \/EW, then the above equation reads

> 1 42 > 1 42
/ u(t,z)e” X" dt = cn)fk/ e xR g(as t)dt
0 0

e 1 F — 142 9ok _
=cp, —zat e" 2" 7 g (x;t)dt
0

oo
L3P cn/ e~ axt’ (8 M,y-1)* [t g(z;t)] dt.
0

By the injectivity of the Laplace transform (after making the substitution

t — /t, this implies

cos (Mt) g(z) =u(t,z) = ¢, (@Mtﬂ)k [tng(x;t)]
= ¢p (O My—10t My—1 ... Oy My—1) [tng(:L’; t)]

k—1 times

= Cnat Mt—18tMt—1 . Mt—lat [t2k71§($; t)}

1 k—1
= Cnat <¥8t> [t2k71§($,t)] .

Hence we have derived the following theorem.

_ : . /mo(s"Th
Theorem 47.12. Suppose n = 2k + 1 is odd and let c,, := \/E CERER then
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1 k—1
cos (\/—A?ﬁ) g(x) = 0 (;@) [t%_lg(m; t)]

and

sin (Mt)
VA

Proof. For the last equality we have used

@) = /O cos (V=2r) f@)dr = c, Gat)k_l [ g(a:1)]

k—1
1
<¥8t> t2F=1 = const. * t2F~ 17201 — const. x ¢

so that (%&)k_l [t**=1g(x;t)] = O(t) and in particular is 0 at t =0. m

47.6.2 Solution derived from the Poisson kernel

Suppose we want to write

el = / " o()pe(a)ds.

Since
/ e 171 dy — 9 Re /OO e e dr = 2 Re 1 = 2
R 0 1—iA 1+ A2

. 2 . 2
/ps(a?)e“\xdac — esaz/QezAxlw:O _ e—s)\ /2
R

and

¢ must satisfy

(o) o0 oo
¢(5)6_5/\2/2ds S e (112%)/2g5 = e™5/2e=N /2 g
0 14 A2 0 o :

from which it follows that ¢(s) = e~*/2. Thus we have derived the formula

P =/ (27ms) /25 26" s (47.10)
0

Let : H — H such that A = A* and A < 0. By the spectral theorem, we
may “substitute” x = t\/—A into Eq. (47.10) to learn

(o)
e_tV_A:/ (2%8)_1/26_5/2€%Ad8
0

and in particular taking A = A one finds
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[ee]
e~ tV=A — / (2%8)_1/26_8/2€%Ad8
0
from which we conclude the convolution kernel Q;(z) for e *V~2 is given by

Q¢(x) :/ (2ms) "1/ 2e73/2p .\ (2)ds :/ (2ms) 12 /2 — s
' 0 e 0 (2mt2s—1)"/2
_( ) 1/2 27Tt2 n/2 /oo 1 *52 1“1’%)
0
= (2m)” 1/2 277752 /2 /OO

0 S

Nl)—‘
+
|5
&
~—
|&
V)

Making the substitution, u = % (1 + ‘wl ) in the previous integral shows

nt1l
2\ 1" "2 00
Qu(x) = (2m) /2 (27rt2) n/2 [2 (1 + |“:2| )1 / 8%675%
0
L 2\ ~
a0 re(e) % (1B (2
— 2% (21) "T“F(n—l—l) ¢
a [ES
(t2 + |x|2) :
B F <n;— 1) : n+1
n+1 (t2 n ‘Jj| )
Theorem 47.13. Let
r n—2|-1)
Cn = n41
w2
t
Q@) = en—————— (47.11)
(o)
then
E*t\/fAf(l') = . Qt($7y)f(y)dy (4712)

Notice that if u(t, z) := e~"V=2 f(z), we have 82u(t, z) = (M)Q u(t, x)
—Au(t, x) with u(0,x) = f(x). This explains why Q; is the same Poisson ker-
nel which we already saw in Eq. (43.36) of Theorem 43.31 above. To match
the two results, observe Theorem 43.31 is for “spatial dimension” n — 1 not n
as in Theorem 47.13.

Integrating Eq. (47.12) from ¢ to oo then implies
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V(@) = <o VA @)

Now
oo oo 1—n
QT(a:—y)dT:cn/ T o dr lc—nn (72+|x\2) *,
t t (7_2 + mz) P)
c n-1
and hence
1 —tV/—A / Cn ( 2 2)771771
- = t —y)d
N fla)= | — (" +yl [z —y)dy

and by analytic continuation,

Le(it_ew——Af(x): 1 e~ (e=iV=A f(1)

V—A V-A
— ncj - /R (|y|2 —(t— z‘e)Q)_";l flz —y)dy

and hence

e sin (1V=A) sle) = tim [ (" = (= i7) T fe—w)ay

Now if |y| > |¢| then

_n—1 n—1

= (WP -r)

n—1

11%11m(|y|2—(t—ie)2)7 T 0yl > Y.

tim (Jof? ~ (¢~ ic)?)

is real so

n—1 n—1

= (\y|27t2)_ * €Rand

Similarly if n is odd lim, o (\y|2 —(t— ie)2)
S0

_n—1
2

leilrélIm (|y|2 —(t— ie)Q)
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is a distribution concentrated on the sphere |y| = |¢| which is the sharp prop-
agation again. See Taylor Vol. 1., p. 221— 225 for more on this approach. Let
us examine here the special case n = 3,

1 1 —2et
Im|[—F———|=Im T 3 - = 5
ly[” = (t —ie) lyl” =12 + € + 2iet (|y|2—t2+62) + 422

SO

I :=lim Im 2; flz —y)dy
R lyl” —

el0 (t —ic)?

. —2et
~tim [ (e y)dy

el0 Jprn (|y|2 _e2 g 62) 446242

o —2¢t -
=47 lim 2 xz; p)d
)y 7 p ey saan! WO

= ctlim 2 ¢ f(z; p)dp.

p
€l0 Jo (/)2 — 2 + 62)2 —|—4€2t2

Make the change of variables p =t + es above to find

9 2 2
t _
I =ctlim (t+es) 62 flz;t+es)ds
€l0 J i/ (2est 4 €282 + €2)7 + 4e?t?
oo 2
t _
= ctlim (£ +es) flz;t+es)ds

€l0 J_ /e (25t + €52 + €) + 442
_ [ee] 2 _ [ee] 1
:ctf(x;t)/ t—ds:gtf(x;t)/

—d
oo At252 + 412 w0 8241 y

= Emﬁf(x; t)

which up to an overall constant is the result that we have seen before.

47.7 Explain Method of descent n = 2

tgly) + 2 hy) +tVg(y) - (y — =)
(2 — |y — z|?)1/2

1
u(t,z) = 3 dy.
B(z,t)

See constant coefficient PDE notes for more details on this.
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Sobolev Theory






48

Sobolev Spaces

Definition 48.1. For p € [1,00], k € N and £2 an open subset of R?, let

WEP(Q) .= {f € LP(2) : 8°f € LP. (02) (weakly) for all |a| <k},

loc loc

WEP(Q):= {f € LP(2) : 0“f € LP(2) (weakly) for all |a| <k},

1/p
I Fllwewcy = | D 10° (e if p < oo (48.1)
la|<k
and
I llwenay = D 10%Fll ey i p = oo (48.2)
la| <K

In the special case of p = 2, we write W/Zf (2) =: HE . (2) and W2 (02) =
HF () in which case I-lle2c2y = [l (o) is @ Hilbertian norm associated

to the inner product
(fs9mr0) = Z /Qaaf.ng dm. (48.3)

|| <k

Theorem 48.2. The function, ||-HW,€,,,(Q) , is a norm which makes WP (£2)
into a Banach space.

Proof. Let f,g € WkP(£2), then the triangle inequality for the p — norms
on LP (£2) and I ({« : |o| < k}) implies
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1/p
1 + gllwrway = | D 10%F +0%9ll0 0
la|<k
1/p
p

< | 3 (10 Al + 1079l o)

la|<k

1/p 1/p

< | D10 ey |+ | D 199000

la|<k la|<k

= ”fHkaP(Q) + HgHW’ch(Q) :

This shows [|[|yyr.s () defined in Eq. (48.1) is a norm. We now show com-
pleteness.

If {fo};2, C WEP(£2) is a Cauchy sequence, then {9 f,} -, is a Cauchy
sequence in LP((2) for all |a| < k. By the completeness of LP((2), there exists
Jo € LP(2) such that g, = LP— lim,_,o, 0%*f, for all || < k. Therefore, for

all p € C2(12),

(£,0%¢) = lim (fn,0°¢) = (~1)* lim (9*fn,¢) = (~1)*! lim (g, ¢).

n—oo

This shows 0% f exists weakly and g, = 0%f a.e. This shows f € W*P(£2)
and that f, — f € WFP(2) asn — o0o. m

Ezample 48.3. Let u(x) := |z|”“ for x € R and o € R. Then

R R
1
/ '“(‘"”)'pdfza(sd’l)/ —rdfldr:a(sdfl)/ pd-ep=1g,
B(0,R) o TOP 0
Rdfap . _
=0 (57 { oy M dmap>0 (48.4)
oo otherwise

and hence u € L} (R?) iff & < d/p. Now Vu(z) = —alz|* ' 2 where

loc

P (RY) it is given by —a|z| " &
which isin L} (R?) iff a+1 < d/p,ie ifa <d/p—1= %. Let us not check
that u € WbP (Rd) provided o < d/p — 1. To do this suppose ¢ € C°(R?)

loc

and € > 0, then

& :=x/|z|. Hence if Vu(x) is to exist in L}

—(u, 0;¢) = —lim w(z)0;¢(x)dx

€l0 |z|>e
= lglrf)l {/:E|>e Oiu(z)p(x)dx + /a:|—6 u(x)qﬁ(m)?da(x)} .

Since
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<ol o (Sd_l) 717 L 0ase |0

[ e aote)

and Qyu(z) = —a|z| ' & e; is locally integrable we conclude that

—(u, 0;¢) = Oiu(z)p(x)dz

R4

showing that the weak derivative 0;u exists and is given by the usual pointwise
derivative.

48.1 Mollifications

Proposition 48.4 (Mollification). Let {2 be an open subset of R k €
Ny := NU{0}, p € [1,00) and u € Wl]f)’f((l). Then there ezists u, € C°(12)
such that w, — u in WP (£2).

loc

Proof. Apply Proposition 29.12 with polynomials, p,, (§) = €%, for |a| < k.
|

Proposition 48.5. C2°(R?) is dense in W*P(R?) for all 1 < p < cc.

Proof. The proof is similar to the proof of Proposition 48.4 using Exercise
29.32 in place of Proposition 29.12. m

Proposition 48.6. Let §2 be an open subset of RY k € Ny := NU{0} and
p > 1, then

1. for any a with |a| < k, 0% : WP (2) — Wk=lelP () is a contraction.

2. For any open subset V' C 2, the restriction map u — u|y is bounded from
WhP (2) — Whk» (V).

3. For any f € C* (2) andu € WrEP(Q), the fu € WP (2) and for |a| <k,

o (fuy =Y (0‘) 9 f - 9Py (48.5)
B<a b
where (g) = ﬁlﬁ)'
4. For any f € BC* () and u € W2P(2), the fu € WP () and for

la| < k Eq. (48.5) still holds. Moreover, the linear map u € W*P(£2) —
fu € WFP (£2) is a bounded operator.

Proof. 1. Let ¢ € C° (2) and u € WHP (£2), then for B with |3| < k—|a],

(0u,0%9) = (—1)/*)(w, 3°9°6) = (=) (u, 9 *79) = (~1) (0" u,0)
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from which it follows that 0°(9%u) exists weakly and 9°(0%u) = 9+ u. This
shows that 9%u € W¥~1elP (2) and it should be clear that 0% ullyyri—tatn () <

”uHWk,p(Q) .
Item 2. is trivial.

3-4. Given u € VVZIZCP (£2), by Proposition 48.4 there exists u, € C° (2)
such that u, — u in VVl’Zcp (£2). From the results in Appendix A.1, fu, €
Ck () c WkP() and

o (fun) =Y (a) 8 f . 9o By, (48.6)

BLa p

holds. Given V' C, {2 such that V is compactly contained in {2, we may use
the above equation to find the estimate

10 (Fun)lloqy < D (g) 107 £ ey 10" tn

B

S Ca(fv V) Z Haaiﬁunan(V) S C(x(f7 V) H’UJTLHW/C,P(V)

BLa

wherein the last equality we have used Exercise 48.36 below. Summing this
equation on |a| < k shows

[funllwrsy < CU V) [unllwrn ey for all n (48.7)

where C(f,V) := Z|a\§k Co(f,V). By replacing u,, by u,, — un, in the above
inequality it follows that { fu,} -, is convergent in W*P (V) and since V was

arbitrary fu, — fu in Wﬁcp(ﬂ) Moreover, we may pass to the limit in Eq.
(48.6) and in Eq. (48.7) to see that Eq. (48.5) holds and that

lfullwrsry < CEV) ullwrswy < CUV) ullyrn o)

Moreover if f € BC (£2) then constant C(f, V') may be chosen to be indepen-
dent of V and therefore, if u € W*P(£2) then fu € WFP($2).

Alternative direct proof of 4. We will prove this by induction on |¢].
If & = e; then, using Lemma 29.9,

—(fu, 0;0) = —(u, f0;) = —(u,0; [f$] — Oif - §)
= (Oiu, fo) + (w, 0if - ¢) = (fOu+ Oif - u, P)
showing 0; (fu) exists weakly and is equal to 9; (fu) = fO;u+0;f-u € LP (02).
Supposing the result has been proved for all @ such that || < m with m €

[1,k). Let v = a + e; with || = m, then by what we have just proved each
summand in Eq. (48.5) satisfies 0; [07 f - 0*Pu]| exists weakly and

0; [0°f - 0% Pu) =97 f . 0° Pu+ 0% f . 0° P Teu e LP ().



48.1 Mollifications 997
Therefore 07 (fu) = 0;0% (fu) exists weakly in LP (£2) and
o7 (fu) = <a> (7% f 00 Pur 00f 0P =y (V> [0°f -0 Fu].
Bl b B<y p
For the last equality see the combinatorics in Appendix A.1. =

Theorem 48.7. Let 2 be an open subset of R?, k € Ny := NU{0} and p €
[1,00). Then C>=(2) NWFP(£2) is dense in WFP(£2).
Proof. Let 2, := {z € 2 : dist(z, 2) > 1/n} N B(0,n), then

2, C{z € 2 :dist(x,2) >1/n} N B(0,n) C i1,

2,, is compact forfzvery n and Qn_T f2asn — oo. Let Vo = (23, V; := Qj+3\(_2j
for j > 1, Ko := (2 and Kj := §2;,5\ £2;41 for j > 1 as in figure 48.1. Then

Fig. 48.1. Decomposing {2 into compact pieces. The compact sets Ko, K1 and K2
are the shaded annular regions while Vo, V1 and V5 are the indicated open annular
regions.

K, CC V, for all n and UK,, = 2. Choose ¢, € C*(V,,[0,1]) such that
¢, =1 on K, and set 19 = ¢g and

j—1

i = (L=t == -1) b5 =5 [ [ (1 - o)

k=1

for j > 1. Then ¢; € C°(V,,,[0,1]),
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n

1—Zwk:H(1—¢k)—>Oasn—>oo
k=0

k=1

so that Y72 (1, = 1 on {2 with the sum being locally finite.

Let € > 0 be given. By Proposition 48.6, u, := ¥,u € WkP () with
supp(u,) CC V,. By Proposition 48.4, we may find v,, € C° (V,,) such that
[tn = vnllwewo) < €/2" ! for all n. Let v := > 7 vy, then v € C™(£2)
because the sum is locally finite. Since

o0 o0
Z un = vnllwrso) < Z €/2" =€ < oo,
n=0

n=0

the sum Y7 (u, — vy,) converges in W*? (£2). The sum, > 7 (uy, — vy),
also converges pointwise to u — v and hence u —v = > " (u, — v,) is in

WHP (£2). Therefore v € WFP () N C>(£2) and

(o)
lu =l <D lun = vallyrnge) < e

n=0

Notation 48.8 Given a closed subset F C RY, let C> (F) denote those u €
C (F) that extend to a C* — function on an open neighborhood of F.

Remark 48.9. Tt is easy to prove that u € C*° (F) iff there exists U € C* (Rd)
such that w = U|p. Indeed, suppose (2 is an open neighborhood of F, f €
C* (2) and u = f|p € C*° (F'). Using a partition of unity argument (making
use of the open sets V; constructed in the proof of Theorem 48.7), one may
show there exists ¢ € C*(£2,[0,1]) such that supp(¢) C 2 and ¢ = 1 on a
neighborhood of F. Then U := ¢f is the desired function.

Theorem 48.10 (Density of W*? (£2) N C> (2) in WP (12)). Let 2 C
R? be a manifold with C° — boundary, then for k € Ny and p € [1,00),
WEP (£2°)NC> (02) is dense in WP (£2°) . This may alternatively be stated
by assuming £2 C R? is an open set such that 2° = £2 and 2 is a manifold
with C° — boundary, then WP (£2) N C* (£2) is dense in WFP (£2).

Before going into the proof, let us point out that some restriction on the
boundary of (2 is needed for assertion in Theorem 48.10 to be valid. For
example, suppose

Qy:={zeR’:1<|z| <2} and 2:= 2\ {(1,2) x {0}}

and 0 : 2 — (0,27) is defined so that z1 = |x|cosf(z) and zo = |z|sinf(x),
see Figure 48.2. Then § € BC™ (£2) € WH™ (£2) for all k € Ny yet 0 can

not be approximated by functions from C* (£2) C BC™ (2y) in WP (£2).
Indeed, if this were possible, it would follows that § € WP (§2y) . However, 0 is
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Fig. 48.2. The region {2y along with a vertical in {2.

not continuous (and hence not absolutely continuous) on the lines {1 = p}N 2
for all p € (1,2) and so by Theorem 29.30, 0 ¢ WP (§2;) .
The following is a warm-up to the proof of Theorem 48.10.

Proposition 48.11 (Warm-up). Let f : R — R be a continuous func-
tion and 2 = {x €R: x4 > f(21,...,2q-1)} and C(2) denote those
ueC (Q) which are restrictions of C*° — functions defined on an open neigh-
borhood of 2. Then for p € [1,00), C=(2) NWkP (§2) is dense in WEP (£2).

Proof. By Theorem 48.7, it suffices to show than any v € C*(£2)N
WHP (£2) may be approximated by elements of C* (£2) "W (£2). For s > 0
let us(z) := u(x + seq) which is defined for = € £2 — seq. Since

2= {x eR?:zy > f(:rl,...,xd,l)}
- {xERd:xd—l—s > f(xl,...,xd,l)} = (2 — seq

and 0%u, = (0%u), for all o,
us € WEP(02 — se4) NC™ (2 — seq) C C™ (2) NWHP ().
These observations along with the strong continuity of translations in L? (see
Proposition 11.13), implies limy o [u — ws|[yyrp (o) = 0. ®
48.1.1 Proof of Theorem 48.10

Proof. By Theorem 48.7, it suffices to show than any u € C* (2)NWk,P (12)
may be approximated by elements of C*° (£2) NW** (£2) . To understand the
main ideas of the proof, suppose that (2 is the triangular region in Figure
48.3 and suppose that we have used a partition of unity relative to the cover
shown so that u = u; + ug + ug with supp(u;) C B;. Now concentrating on
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Fig. 48.3. Splitting and moving a function in C° (£2) so that the result is in

= (0).

uy whose support is depicted as the grey shaded area in Figure 48.3. We now
simply translate u; in the direction v shown in Figure 48.3. That is for any
small s > 0, let ws(x) := ui(x + sv), then vy lives on the translated grey area
as seen in Figure 48.3. The function wy extended to be zero off its domain of
definition is an element of C'*° (!—2) moreover it is easily seen, using the same
methods as in the proof of Proposition 48.11, that ws — u1 in Wk (£2).

The formal proof follows along these same lines. To do this choose an at
most countable locally finite cover {V;}:, of 2 such that Vy C £ and for
each ¢ > 1, after making an affine change of coordinates, V; = (—¢,¢€)¢ for
some € > 0 and

Vin2={(y,2) €Vi:e>z> fi(y)}
where f; : (—€,€)? 1 — (—¢,¢€), see Figure 48.4 below. Let {n;};=, be a par-

Vo

fi

Fig. 48.4. The shaded area depicts the support of u; = un;.

tition of unity subordinated to {V;} and let u; := un; € C*° (V; N £2). Given
d > 0, we choose s so small that w;(z) := u;(z + seq) (extended to be zero
off its domain of definition) may be viewed as an element of C'*°({2) and such
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that [lui — willyrso) < §/2%. For i = 0 we set wp := ug = uno. Then, since
{Vi}:2, is a locally finite cover of £2, it follows that w := }_;° w; € C* (£2)
and further we have

Z i — wiHW’w(Q) < Z(S/Qi =0
i=0 i=1

This shows

u—w:Z(ui—wi) c Wkr()

=0

and [[u — wll e (o) < 0. Hencew € O (2)NWHP (2) is a § -~ approximation
of u and since § > 0 arbitrary the proof is complete. m

48.2 Difference quotients

Recall from Notation 29.14 that for h # 0

u(x + he') — u(w)
3 .

Remark 48.12 (Adjoints of Finite Differences). For uw € LP and g € LY,

OMu(z) =

" B u(z + he;) — u(x) o) de
[ oluta) gle) do = [ LYY,
_ ulz g(x — he;) — g(x) -
- / u(a) e a
— —/ u(x)a;hg(x) dx.
R4

We summarize this identity by (9)* = —8; ™.

Theorem 48.13. Suppose k € Ny, 2 is an open subset of R and V is an
open precompact subset of (2.

1. If1<p< oo, ucWhrr(2) and O;u € WFP(£2), then
10 ullwrn vy < N0itllypr o (48.8)
for all 0 < |h| < $dist(V, £2°).

2. Suppose that 1 < p < oo, u € WP () and assume there exists a constant
C(V) < oo such that

1
[0 ullwrr vy < C(V) for all 0 < |h| < S dist(V, 29).
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Then du € WEP(V) and ||0iu|lwroqy < C(V). Moreover if C :=
supycco C(V) < oo then in fact O;u € WHP(02) and there is a constant
¢ < oo such that

Orullwsey < ¢ (C+ ulla)) -
Proof. 1. Let |a] < k, then
100} ull Lo vy = 1107 0%ul| Lovy < [10:0%ull Lo ()

wherein we have used Theorem 29.22 for the last inequality. Eq. (48.8) now
easily follows.
2. If || 0Pullyrs vy < C(V) then for all |af <k,

107 0%ull o vy = 100} ull oy < C(V).

So by Theorem 29.22, 9;0%u € LP(V) and [|0;0“u| r»(vy < C(V). From this
we conclude that [|0%u| sy < C(V) for all 0 < |8] < k+ 1 and hence
ullwi+ro0ry) < e [C(V) + |Jull Lo(vy] for some constant c. m

Notation 48.14 Given a multi-index o and h # 0, let

The following theorem is a generalization of Theorem 48.13.

Theorem 48.15. Suppose k € Ny, £2 is an open subset of R, V is an open
precompact subset of 2 and u € WFP ().

1. If1 <p < oo and|a| <k, then |0 ullwi-1a1v) < [[ullwrre(o) for b small.
2.If 1 < p < oo and ||05ullwrrny < C for all |a| < j and h near 0, then
uw € WEHIP(V) and [|0%ulyrnqry < C for all o] < j.

Proof. Since 95 =[]0, item 1. follows from Item 1. of Theorem 48.13
i

and induction on |a].

For Item 2., suppose first that k& = 0 so that u € LP(£2) and [|0ful| L (v) <
C for |a| < j. Then by Proposition 29.16, there exists {h;};-; C R\ {0} and
v € LP(V) such that by — 0 and lim; oo (9}, u, ¢) = (v, ¢) for all ¢ € C° (V).
Using Remark 48.12,

(0.9) = lim (95,1, 6) = (~=1)*! lim (u,8,0) = (=)' (u,0"9)

which shows 0%u = v € LP(V'). Moreover, since weak convergence decreases
norms,
HaauHLI’(V) = HU”LP(V) <C.
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For the general case if k € N, u € W"P(£2) such that [|07ulywr.rn < C,
then (for p € (1,00), the case p = oo is similar and left to the reader)

S 1007l = S 10708l ) = 105Uy < C7.
[BI<k 1BI<k

As above this implies 9%0%u € LP(V) for all |a| < j and |3| < k and that

10Ul fyiny = D 18%0%ullf, ) <
18|<k

48.3 Sobolev Spaces on Compact Manifolds

Theorem 48.16 (Change of Variables). Suppose that U and V are
open subsets of RY, T € CF(U,V) be a C* — diffeomorphism such that
10°T || pory < o for all1 < |a| <k and € := infy [detT'| > 0. Then the

map T* : WEP (V) — WP (U) defined by u € WFP (V) — T*u :==uoT €
Wk (U) is well defined and is bounded.

Proof. For u € WkP (V)NC> (V) , repeated use of the chain and product
rule implies,

(woT) = (' oT)T’
(woT) =W o) T + W oT)T" = (W o T)T' T + (W' o T)T"
(uoT)® = (u(?’) o T) T'T T + W' oT)(T' 0T
+ W oT)T'@T" + (u' o T)T®

! times

o _ (,0 o/ ( 1))
(uoT) (u OT)T® ®T+jzl(u3 oT)p](T' 7", ..., 7+ J)
(48.9)

This equation and the boundedness assumptions on TU) for 1 < j < k implies
there is a finite constant K such that

l
(wen) V| < K3 |u? o T| foral1 <1<k

By Holder’s inequality for sums we conclude there is a constant K, such that
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S0 (woT)P < K, 3 |otul’ o T

lal<k lal<k

and therefore

o Ty < Kp 3 / 0°ul? (T

|a|<k
Making the change of variables, y = T'(x) and using

dy = |det T'(z)| do > edx,

we find
wo TP, <K, 8aup
0 Tl
|a\<k
K
=D / 0l () dy = =l (4810
|| <Kk

This shows that T* : W*? (V)N C>® (V) — WkP (U) N C*® (U) is a bounded
operator. For general u € W*? (V) we may choose u,, € W*? (V)N C> (V)
such that u, — w in W*P? (V). Since T* is bounded, it follows that T*u,,
is Cauchy in W*P (U) and hence convergent. Finally, using the change of
variables theorem again we know,

I T*u — T*un||1£p(v) <elu-— un||ZL7p(U) —0asn— oo

and therefore T*u = lim,,,o, T*u,, and by continuity Eq. (48.10) still holds
foru e WkP (V). m

Let M be a compact C* — manifolds without boundary, i.e. M is a compact
Hausdorff space with a collection of charts  in an “atlas” A such that x :
D(x) C, M — R(x) C, R? is a homeomorphism such that

zoy~t e C* (y(D(x) N D(y))),z (D(z) N D(y))) for all z,y € A.

Definition 48.17. Let {xi}fil C A such that M = UN,D(z;) and let
{¢i}£\;1 be a partition of unity subordinate do the cover {D(xl)}f\;l . We now
define u € W*P(M) if u: M — C is a function such that

N
lullwsoary = Z [ (¢iw) 0 x;1||wk,P(R(xi)) < o0. (48.11)
i=1

Since ||*lyyrn(r(ar) @ o norm for alli, it easily verified that |||y ar) @ a
norm on WP (M).
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Proposition 48.18. If f € C*¥(M) and u € W*P (M) then fu € W*» (M)
and

HfUHWk,p(M) <cC ”uHWk«P(M) (48.12)
where C is a finite constant not depending on u. Recall that f : M — R is
said to be C7 with j <k if fox™" € CV(R(z),R) for all x € A.

Proof. Since [f o x;l] has bounded derivatives on supp(¢; o m;l), it fol-
lows from Proposition 48.6 that there is a constant C; < oo such that

(@1 ) 0 2 oy = I1F 075 T (850) 0 257 iy gy
<G H(q&lu) °© x;lHWM(R(rq:))

and summing this equation on 7 shows Eq. (48.12) holds with C' := max; C;.
[

Theorem 48.19. If {yj} , € A such that M = UK 1 D(y;) and {1/JJ}] L 18

a partition of unity subordmate to the cover {D(y])} then the norm

j=1’

K
[l ary = Z H(%U) o yj_lHWk,p(R(yj)) (48.13)
j=1

is equivalent to the norm in Eq. (48.11). That is to say the space WP (M)
along with its topology is well defined independent of the choice of charts and
partitions of unity used in defining the norm on WP (M) .

Proof. Since |~|Wk.,p(M) is a norm,

N
<D _lulwes
=1

|U‘W’CvP(M Z¢
i=1 Wksp (M)
K N
= Z Z ¢]¢Z o yj_l
=L WP (R(y;))
K N
< 3D 1@idi) 055 i grge (48.14)

=11=1

<.

and since x; o y;l and y; o x; ! are C* diffeomorphism and the sets

y; (supp(¢;) Nsupp(e;)) and z; (supp(¢;) Nsupp(v;)) are compact, an appli-
cation of Theorem 48.16 and Proposition 48.6 shows there are finite constants
C}; such that

H(%(ﬁz‘u)oyflﬂwk,p(myj < Cij ||(¢iw) Ox‘lewkp R(=:))

< Cij [|¢iu oy lew (R(z.))
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which combined with Eq. (48.14) implies

K N
lulvrnar) < ZZQ; ¢ o2 [y, o) < Clullwrs

j=11i=1

where C' := max; Z;il Ci; < oo. Analogously, one shows there is a constant
K < oo such that ||[ullyyrsn < K [ulyrman - ®

Lemma 48.20. Suppose x € A(M) and U C, M such that U C U C D(z),
then there is a constant C' < oo such that

HuoxilHW,ﬁyp(m(U)) < Cllullyrpary for allu € WP (M), (48.15)

Conversely a function v : M — C with supp(u) C U is in WEP(M) iff
Hu o :v_lHW,C,p(z(U)) < 0o and in any case there is a finite constant such that

lullwrenary < C lluoz™ (48.16)

Hwkm(z(u)) :

Proof. Choose charts y1 := 2, y2,...,yx € A such that {D (yz)}jK:1 is
an open cover of M and choose a partition of unity {v; }JK 1 subordinate to

the cover {D(yj)} ~, such that ¢; = 1 on a neighborhood of U. To construct
such a partition of unity choose U; C, M such that U; C U C D(y;), UcU
and U, Uj = M and for each j let n; € C* (D(y;), [O, 1)) such that n; =1 on
a neighborhood of U;. Then define ¢; := n; (1 —no)--- (1 — n;-1) where by

convention 1y = 0. Then {¢; }JK:1 is the desired partition, indeed by induction
one shows

1*2% (L=m) - (1—m)

and in particular

1—2% (1=m)---(1=nx) =0

Using Theorem 48.19, it follows that
le o 2™l is oy = 1@10) 02 s o

S H 1u) Oz71}|W’C=P(R(y1))

K
< Z | (¢5u) 0 y; lewR(yJ))

= u|Wk’P(M) <C ||unk,p(M)
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which proves Eq. (48.15).

Using Theorems 48.19 and 48.16 there are comnstants C; for j =
0,1,2..., N such that

K
lallwssary < Co D @51 45 i ry)
j=1

K
= CoY_ [l oy o yroy yemea
j=1

Y;5))
K

<Co Y G W) o 2 lypwngripnyy
j=1

K
=Co) Cillwjor ™ wor™ i ipin) -
j=1

This inequality along with K — applications of Proposition 48.6 proves Eq.
(48.16). m

Theorem 48.21. The space (W*P (M), Il +.0(ary) is @ Banach space.

Proof. Let {mi}ﬁvzl C A and {@}f\;l be as in Definition 48.17 and choose
U; Co M such that supp(¢;) C U; C U; C D(z;). If {up}o, C WFP(M)
is a Cauchy sequence, then by Lemma 48.20, {u,, o x;l}f;l C Wk (2;(U;))
is a Cauchy sequence for all 5. Since W*P?(z;(U;)) is complete, there exists
v; € WP (z,(U;)) such that u, o xi_l — @; in WkP(z;(U;)). For each i let
v; := ¢; (0; o ;) and notice by Lemma 48.20 that

||UiHWkaP(M) <C ||U2 O‘T;IHW’“»P(ac,',(Ui)) =C Hﬁi”Wk’p(mi(Ui)) <00

so that u := 211\;1 v; € WFP(M). Since supp(v; — ¢iu,) C Us, it follows that

N N
E vi—E DiUn
=1 =1

[[u— “n”Wk,p(M) =

Wkp (M)

N
< Z Hvz - ¢z‘unHWk,y(M)

=1

N
S CZ H[¢1 (f)z ox; — Un)] o .’I;;lHWk:,p(a;i(Ui))
i=1

N
= CZ H [(bl °© le (f)i — Un© x;l)] ’|Wk’p(Ii(U1‘,))
i=1

N
<C> Gl — un oxi—lekTPm(U”) .0 as 7 — 0o
=1
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wherein the last inequality we have used Proposition 48.6 again. m

48.4 Trace Theorems

For many more general results on this subject matter, see E. Stein [17, Chapter
VIJ.

Notation 48.22 Let H? := {x eR?: gy > O} be the open upper half space
inside of RY and if D > 0 let

HY = {erd:0<md<D}.
Lemma 48.23. Suppose k > 1 and D > 0.

1. If p € [1,00) and Ck (W) Jthen for all a € N&™1 x {0} € N¢ with |a| <
k-1,

p=1

D

S | (48.17)

10Ul o ogay < D2 10%ul| o ez + |gte

uHLP(H%) :
In particular there there is a constant C = C(p, k, D, d) such that
Hu”W’C*LP(aHd) < C(p, Dk, d) ||UHWk,p(Hd) . (48.18)

2. Forp = oo and u € W (Hd) , there is a continuous version 4 of u. The
function @ is in BC*~1 (Hd) and has the property that 0%t extends to a
continuous function v, € BC (H) for all |a| < k and the function @|yga
is in BC*~1 (GH) and

@l por-1(omay < ||UHWk,oo(Ha}D) for any D > 0.
Proof. 1. Write z € H? as z = (y,2) € R4 x [0,00) and suppose

o € NIt x {0} € N¢ with |a| < k — 1. Then by the fundamental theorem of
calculus,

0%u(y,0) = 0%uly, 2) —/ 0%uy(y, t)dt (48.19)
0

which implies
[0%u(y,0)[ 1o, p)(2) < [0%u(y, 2)| 1jo,p)(2) + 1[0,13](2)/0 0% (y, t)| di.

Taking the LP(H%) — norm of this last equation implies

e} . D1/ e
|0 U||Lp(aH%) DYr <o UHLP(H‘}D)—’_B
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where
z P
(1[07D]<z> / |aaut<y,t>|dt) dyd
0

(1[07D](Z)'Zp/q/ Iao‘ut(y,t)lpdt) dydz
0

D
S/ (1[0,D](Z)'Zp/q/ |0%us(y, £)[” dt) dydz
He 0

D

— o]} vl o +eeulff, o

Putting these two equations together shows

)

D

ey [t

||3O‘UHLP(8H%) S Dil/p [||aau|Lp(H%) + UHLT’(H%)]

which is the same as Eq. (48.17).

Suppose that p = oo and u € Wk (Hd) . By Proposition 29.29, we know
that 9“u has a Lipschitz continuous version v, on H¢ for each |a| < k. Being

Lipschitz, each v, has a unique extension to a continuous function H¢. Let
n € C(B(0,1) N (-HY), [0, 00))

be chosen so that [,, n(z)de = 1 and 7, (z) = m"n(mz) and let wu,, =

U * Ny = Vg * Ny Since supp(n) C (—Hd) as in Figure 48.5, u,, € C* (W) ,

supp(n)

I\

|4

s

Fig. 48.5. The support of 7.

Y

Uy, = O%U * Ny, = Vo * My, for all |a| < k and
[t — u"”BC’“*%WﬂB(O,R)) — 0 as m,n — 0.

Therefore 0%u,;, — v, uniformly on compact subsets of H for all la] < k.
Hence vy € C*1 (Hd) and 0%vy = v, extends to H for all |a| < k and
vo|ome € BCH! (0H) . m
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Theorem 48.24 (Trace Theorem). Suppose k > 1 and 2 C, R? such that
2 is a compact manifold with C* — boundary. Then there exists a unique linear
map T : WEP (£2) — WF=1P (902) such that Tu = u|gq for allu € C* (£2) .

Proof. Choose a covering {Vi}ivzo of 2 such that Vy C £ and for each
i > 1, there is C* — diffeomorphism =; : V; — R(z;) C, R? such that

z; (020 V;) = R(z;) N bd(H?) and
z; (2NV;) = R(z;) N H?

as in Figure 48.6. Further choose ¢; € C° (V;,[0,1]) such that Z?LO ¢ =1

) *
(

Fig. 48.6. Covering (2 (the shaded region) as described in the text.

on a neighborhood of 2 and set y; := xi|lonny, for i > 1. Given u € Cck (!_2) if
p < oo and u € WF>(£2) if p = oo, we compute
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I
WE

”ulaQHWk*l,p(aQ) H(¢2u) ‘89 o y;lHkal,p(R(xi)ﬁbd(Hd))

1

.
Il

I
E

[[(@i) 0 2] loacsen s ey baa)
1

.
Il

o

Il
—

Ci [[[(#1) 0 27 ] [[yyren

(3

N
< maxC} - Z H [(¢iu) 0 x;l] HW;”'>1"(R(5E7‘,)de)
i=1

+[[(d0w) o 25 ooy
< Cullyr o)

where €' = max {1,C1,...,Cn}. The proof is complete if p = oo and follows
by the B.L.T. Theorem 2.68 and the fact that C* (£2) is dense inside W*? (£2)
ifp<oo. m

Notation 48.25 In the sequel will often abuse notation and simply write u|yg
for the “function” Tu € WF=1P(942).

Proposition 48.26 (Integration by parts). Suppose 2 C, RY such that
2 is a compact manifold with C* — boundary, p € [1,00] and ¢ = L= is the

p—1
conjugate exponent. Then for u € WP () and v € Wi (12),

/ Oiu - vdm = —/ u - Oyvdm + / ulya - v]|gonido (48.20)
7 Q a0

where n : 002 — R? is unit outward pointing norm to 012.

Proof. Equation 48.20 holds for u,v € C? (£2) and therefore for (u,v) €
Wk (£2) x Wk (£2) since both sides of the equality are continuous in (u,v) €
Wk (£2) x Wk (£2) as the reader should verify.

Warning BRUCE: We might need p € (1, 00) here. To fix this, I think if
p = 1 one should replace u by uns := ¥ar(u) where ¢ (z) = [ a(y/m)dy
and o € C.. (R, [0,1) such that & = 1 on [—1,1]. Then up; € WH>(£2) and
upy — u in WH () and hence the argument given above goes through. We
need only approximate v € WH4(§2) with ¢ < co now. We should then pass
to the limit as M — co. ®

iy ko @)
Definition 48.27. Let W' (12) := C° (£2) be the closure of C2° (2)
inside WP (£2).
Remark 48.28. Notice that if T : W*? (2) — Wk=1P (042) is the trace op-
erator in Theorem 48.24, then T (Wf’p(ﬂ)) = {0} ¢ WF 1P (92) since
Tu = u|gp =0 for all u € C°(12).
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Corollary 48.29. Suppose 2 C, R? such that 2 is a compact manifold with
Cl — boundary, p € [1,00) and T : WP (2) — LP(012) is the trace operator
of Theorem 48.24. Then Wy (£2) = Nul(T).

Proof. It has already been observed in Remark 48.28 that W, ” (2) C
Nul(T). Suppose u € Nul(T") and supp(u) is compactly contained in {2. The
mollification u.(x) defined in Proposition 48.4 will be in C° (§2) for ¢ > 0
sufficiently small and by Proposition 48.4, u. — u in WP (£2). Thus u €
WP (£2). So to finish the proof that Nul(T) ¢ Wy * (£2), it suffices to show
every u € Wol’p (£2) may be approximated by v € Wol’p (£2) such that supp(v)
is compactly contained in 2. Two proofs of this last assertion will now be
given.

Proof 1. For v € Nul(T) € WP (£2) define

o fu(x)for zeN
u(m)—{ 0 for z ¢ .

Then clearly u € L? (Rd) and moreover by Proposition 48.26, for v € C°(R?),

/ ﬂ-@ivdm:/u-@ivdm:—/@u-vdm
R 17 10

from which it follows that 0,4 exists weakly in LP (Rd) and 0;u = 1n0;u a.e..
Thus @ € W'? (RY) with @l wrpgay = lullyinq) and supp(@) C §2. (The
reader should compare this result with Proposition 48.30 below.)
Choose V € C! (R%,R?) such that V(z) - n(z) > 0 for all z € 12 and
define
te(z) = Toa(z) := o e (z).

Notice that supp(i.) C eV (£2) CC 2 for all € sufficiently small. By the
change of variables Theorem 48.16, we know that @, € WP (§2) and since
supp(ﬂﬁ? is a compact subset of 2, it follows from the first paragraph that
ae € Wyt (02).

To so finish this proof, it only remains to show @, — u in W1P (£2) as
€ | 0. Looking at the proof of Theorem 48.16, the reader may show there are
constants > 0 and C' < oo such that

I Teollyrp@ay < Cl10llyipgey for all ve WHP (RY). (48.21)

By direct computation along with the dominated convergence it may be
shown that
Tov — v in WH? (RY) for all v € C°(RY). (48.22

)
As is now standard, Eqgs. (48.21) and (48.22) along with the density of C°(R?)
in wtp (Rd) allows us to conclude T.v — v in WP (Rd) forallv e Whp (Rd)
which completes the proof that @i, — u in W (§2) as € — 0.

Proof 2. As in the first proof it suffices to show that any u € Wol’p ()
may be approximated by v € W1P (£2) with supp(v) C 2. As above extend u
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to £2° by 0 so that & € WP (Rd) . Using the notation in the proof of 48.24, it
suffices to show u; := ¢; € WP (R?) may be approximated by u; € W (£2)
with supp(u;) C £2. Using the change of variables Theorem 48.16, the problem
may be reduced to working with w; = u; ox;1 on B = R(z;). But in this case
we need only define wf(y) := wi(y — eeq) for € > 0 sufficiently small. Then
supp(w§) C H*N B and as we have already seen w{ — w; in W'? (H?) . Thus
u == wioxz; € WHP (02), ué — u; as € | 0 with supp(u;) C 2. m

?

48.5 Extension Theorems

Proposition 48.30. Let k € Ny, p € [1, 00] and suppose §2 is any open subset
of R, Then the extension by zero map,

uwe WEP(2) = 1ou € WEP(RY),
is a contraction. Recall WiP(2) was defined in Definition 48.27) above.

Proof. The result holds for u € C2°(£2) and hence for all u € WE?(£2). m

Lemma 48.31. Let R > 0, B := B(0,R) C RY, B* := {zx € B: x4 >0}
and I' := {z € B : x4 = 0}. Suppose that u € C*(B\ I') N C(B) and for each
|| < k, 0% extends to a continuous function v, on B. Then u € C*(B) and
0%u = vy for all |a| < k.

Proof. For x € I' and ¢ < d, then by continuity, the fundamental theorem
of calculus and the dominated convergence theorem,

A
u(z + Ae;) —u(z) = lim [u(y + Ae;) —u(y)] = lim Oiu(y + se;)ds
Yy—z y—x
yeB\T yer\r "
A A
= lim Ve, (y + se;)ds = / Ve, ( + se;)ds
Yy—x
yEB\I' 0
and similarly, for ¢ = d,
Wt Ae) —ule)= i fuly+ Aeq) — uly)
yeBsen(A\ [
A
= lim / Oqu(y + seq)ds
y—a
yeBsgn(A)\['
A A
= lim / Ve, (Y + seq)ds = / Ve, (T + seq)ds.
yﬂil? 0

yeBoen(A)\ [
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These two equations show, for each i, d;u(z) exits and d;u(x) = v, (x). Hence
we have shown u € C! (B).

Suppose it has been proven for some [ > 1 that 0%u(z) exists and is
given by v, (z) for all || < < k. Then applying the results of the previous
paragraph to 0%u(z) with |a| = [ shows that 0;0%u(x) exits and is given by
Vae; (z) for all 4 and € B and from this we conclude that 0%u(x) exists
and is given by v, (z) for all || <1+ 1. So by induction we conclude 0%u(x)
exists and is given by v, () for all |a| < k, i.e. u € C*(B). m

Lemma 48.32. Given any k + 1 distinct points, {ci}fzo, in R\ {0}, the
(k+1) x (k+ 1) matriz C with entries Ci; := (¢;)” is invertible.

Proof. Let a € R¥*! and define p(x) := Zf 0 @;zd. If a € Nul(C), then

k
OZZ(Ci)jajzp(Ci) fori=0,1,...,k.
=0

Since deg (p) < k and the above equation says that p has k+ 1 distinct roots,
we conclude that a € Nul(C) implies p = 0 which implies a = 0. Therefore
Nul(C) = {0} and C is invertible. m

Lemma 48.33. Let B, BT and I' be as in Lemma 48.31 and {ci}fzo, be
k + 1 distinct points in (00, —1] for example ¢; = — (i + 1) will work. Also
let a € R¥TL be the unique solution (see Lemma 48.32 to C'"a = 1 where 1
denotes the vector of all ones in RFTY i.e. a satisfies

k
1= (¢i) a; forj=0,1,2... k. (48.23)
=0

For u € C¥(H?)" with supp(u) € BNH? and = = (y,2) € R? define

u(x) = u(y,z) = {Zk uly, 2) 720 (48.24)

i aiu(y, ¢iz) if z < 0.

Then @ € C*(R?) with supp(@) C B and moreover there exists a constant M
independent of u such that

[@llwrnpy < M lullyrs sy - (48.25)
Proof. By Eq. (48.23) with j =0,

k k

Z a;u(y, c;0) = u(y,0) Z a; = u(y,0).

=0 i=0

! Or more generally, one may assume u € C*(H?) N C. (W) such that each 0%u

for |a| < k extends to a continuous function on H<,
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This shows that @ in Eq. (48.24) is well defined and that @ € C (H?). Let
K= :={(y,2) : (y,—=2) € supp(u)}. Since ¢; € (o0,—1], if z = (y,2) ¢ K~
and z < 0 then (y,c;z) ¢ supp(u) and therefore @(x) = 0 and therefore
supp(@) is compactly contained inside of B. Similarly if o € N& with |a| < k,
Eq. (48.23) with j = a4 implies

(2) = (0%u) (y, 2) if z>0
Val®) = Zf:o a;ci (0%u) (y,¢;z) if 2 < 0.

is well defined and v, € C (R?) . Differentiating Eq. (48.24) shows 9*u(z) =
vo(x) for x € B\ I' and therefore we may conclude from Lemma 48.31 that
@ € C¥(B) c CF (R?) and §°4 = v, for all |a| < k.

We now verify Eq. (48.25) as follows. For |a| < k,

p

||6aa|‘ip(3—) = /Rd lz<0 dydz

k
> aick (9%u) (y, ciz)
i=0

k
< C‘/]R;d 1z<0 Z ‘(ao‘u) (yyciz)‘P dde

=0

k
1
=C / Lo = 1(0%u) (y, 2)[” dydz
R4 =0 lcil
W]
=C (X{:} C_z|> Haau”ip(Bﬂ

r/q
where C := (Zf:o |aic§“|q) . Summing this equation on |a| < k shows
there exists a constant M’ such that [|@l[yump-y < M'[lullyesp+) and
hence Eq. (48.25) holds with M =M'+1. =

Corollary 48.34. Let k > 1, B, B*, {ci}fzo be as in Lemma 48.33 and

suppose that u € W (H) with supp(u) C B NHY. By item 2. of Lemma
48.23, by modifying u on a null set we may assume that u € BC*~! (Hd) with

0%u € C (W) for all |a| < k. Then the function @ defined in Eq. (48.24) in
Wkoo(R?), with supp (@) C B and Eq. (48.25) is still valid.

Proof. By Lemma 48.33, 4 € C*"}(R?). Let ¢ € C° (R?) and |a] = k-1
and i € {1,2,...,d}, then by standard integration by parts

(@,0°0;¢) = (-1)* (9°a, 0,0)
= (=D (1 g+ 0%a, ;8) + (=) (1 - 0%@, ; 8).

Making use of Proposition 48.26 and the change of variables theorem,
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(@,0°0,0) = — (~1)*N (15+8:0°6, ¢) — (~1)*! (15-8,0"a, ¢)
= — (- (@070, 9)

wherein we have used the fact that 0%%|sp+ = 0%u|sp- for all |a| < k to see
that the boundary terms from the integrals cancel. Hence it follows that 0“9;u
exists weakly and is given by the expected formula, namely by differentiating
Eq. (48.24) away from I" and piecing the results together. The verification of
Eq. (48.25) is as before. m

Theorem 48.35 (Extension Theorem). Suppose k > 1 and 2 C, R? such
that 2 is a compact manifold with C* — boundary. Given U C, R? such that
2 C U, there exists a bounded linear (extension) operator E : WFP () —
Wk (Rd) such that

1. Eu=u a.e. in 2 and
2. supp(Eu) C U.

Proof. As in the proof of Theorem 48.24, choose a covering {V;}lN:O of 2
such that Vy C 2, UN ,V; C U and for each i > 1, there is C* — diffeomorphism
z; : Vi — R(x;) Co R? such that

z; (020 V;) = R(z;) Nbd(H?) and z; (2 NV;) = R(x;) NH? = BY

where BT is as in Lemma 48.33 and Corollary 48.34, refer to Figure 48.6.
Further choose ¢; € C° (V;,]0,1]) such that Zij\io ¢; = 1 on a neighborhood
of 2 and set y; := x;lponv, for i > 1. Given u € C* ((_2) if p<oo(ue
Wk(2) if p = oo) and i > 1, the function v; := (¢;u) o x; ' may be
viewed as a function in C*(HY) N C,(HY) (W**°(H%)) with supp(u) C B.
Let 9; € C¥(B) (W*>(B)) be defined as in Eq. (48.24) above and define
@ = dou + YN, i ox; € CF (RY) (Wh> (R?)). Notice that @ = u on 2,
supp(u) C U and by Lemma 48.20,

N
H@Hka(Rd) < H(bouHWk,p(Rd) + Z ”772 © xi”w’e,p(Rd)
=1
N
< llgovllwrna) + D 10illwrs(ren)
=1
N

< C(¢o) HU“Wk,p(Q) + Z ||”i||Wk,p(B+)
i=1

N
= C(¢o) HU’HW’V:P(Q) + Z H(‘bz“) °© $;1||W’€’p(3+)
i=1

N
<C (¢0) HUHW’“J?(_Q) + Z C; Hunwk,p((g) .

=1
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This completes the proof for p = oo and shows for p < oo that the map u €
Ck(Q2) — Eu := 1 € C¥(U) is bounded as map from W¥P? () to Wk» (U).
As usual, we now extend F using the B.L.T. Theorem 2.68 to a bounded linear
map from W¥? () to Wk (U) . So for general u € WP (), Eu = Wk (U)
— lim,, 0 @y, where u, € C¥(2) and u = W*? (£2) - lim,,_, o0 u,,. By passing
to a subsequence if necessary, we may assume that u, converges a.e. to Fu
from which it follows that Eu = v a.e. on 2 and supp(Eu) C U. =

48.6 Exercises

Exercise 48.36. Show the norm in Eq. (48.1) is equivalent to the norm

|f‘Wk,p(_Q) = Z ||aafHLp(_Q) .

|| <k

Solution 48.37. 48.36This is a consequence of the fact that all norms on

I ({a: || < k}) are equivalent. To be more explicit, let ao = [[0%f| 15 ()
then
1/p 1/q
D laal< | D faal”) [ D10
|| <k || <k lee| <k
while
1/p 1/p

p

Saal | <[ D01 lagl <[#{a:fal <ENY? D g

|| <k || <k | IBI<k 1BI<k
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Sobolev Inequalities

49.1 Morrey’s Inequality

Notation 49.1 Let S9! be the sphere of radius one centered at zero inside
R?. For a set I' € 8!, z € R, and r € (0,00), let

Ipr={z+sw:wel suchthat0<s<r}

So Iy =x+ Iy, where Iy, is a cone based on I, see Figure 49.1 below.

Fig. 49.1. The cone Ip,,.

Notation 49.2 If I' C S~ is a measurable set let |I'| = o(I") be the surface
“area” of I
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Notation 49.3 If 2 C R? is a measurable set and f : RY — C is a measurable
function let
1
fo = ][f(ac)dm = —/ f(x)dx.
) m(£2) Jo

By Theorem 9.35,

/F fy)dy = : f(x+y)dy:/ordttd1/f(x+tw) do(w)  (49.1)

and letting f = 1 in this equation implies
m(Lyr) = || r¢/d. (49.2)

Lemma 49.4. Let I' C S9=1 be a measurable set such that |I'| > 0. For
u€ CYTyr),

1 \VU(y)\
F‘E T ‘E,’V

Proof. Write y = x+sw with w € S?~1, then by the fundamental theorem
of calculus,

u(z + sw) —u(x) = /OS Vu(z + tw) - wdt

and therefore,

/\u x + sw) — u(z)|do(w) / /|Vu:r+tw)|da( )dt

:/ 4=l g4 Mdg(w)
0

rlz+tw—z*"

Vu(y) Vu(y)
— —_— < —_—_—
| g s [ g

wherein the second equality we have used Eq. (49.1). Multiplying this inequal-
ity by s?~! and integrating on s € [0, 7] gives

Vu) ,_ miTe) [ 1Vu()
w(y) — u(z)|d < = ’ d
/' ol = / o J

z,r

which proves Eq. (49.3). =

Corollary 49.5. Suppose d < p < oo, I' € Bga-1 such that [I'| > 0, r €
(0,00) and u € CY (I, ,). Then
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lu(@)| < C(I|, 7, d,p) llullwro(r, ) (49.4)

1 dtr o fp—1\TYP
y - . pl=d/p
(|F|po) |F‘1/T’ X( r ,(p—d) r .

Proof. For y € I'; ,,
lu(@)] < |u(y)| + [uly) — u(z)]

and hence using Eq. (49.3) and Hélder’s inequality,

where

1 Vuly)l
< uw(y)|dy + — dy
z)| ][ lu(y)] \F\ ‘ FRare
< 1 1
= m HUHLP(FT,T) | HLP(FIJJ
]IVl — | (49.5)
UL (L, ) I 7g=T 1L (T e .
|| (o) I a1 ()

where ¢ = % as before. Now

1 o o
HWH%‘I(FO, ):/ dt t* 1/(t‘jl ™ do(w)

\F|/dt t‘“ |F\/dttp1

d—1 p—d

and since

we find

1/q p—1
1 p—1 p—d p—1 P _d
— a = =—— |[|rr1 = — | P, 49.6
|||'|d_1||L (I'o,r) (p_d| ‘T ) (p_d ) r ( )
Combining Eqs. (49.5), Eq. (49.6) along with the identity,

L S
m(FI7T) Le(Ter) ™ m(Fzﬁ)

shows

1/p p—1 e
< I|rt/d)” — ||Vl S o 1=d/p
)] < Nullner,y (717/0) ™+ o 9l (B3 11)
1

d_l/ p—1 1-1/p _
u—s|1/p H ”LP(I}T) , +HVU’HLP (Lo (m) rl d/p.

1 d-1r (p—1\'"YP .
< TREE max< o (p—d) lullwirr,,) -7 /P

m(Le )= (Ir/d) ™", (49.7)
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Corollary 49.6. For d € N and p € (d, 0] there are constants o = aq and
B = Bq such that if u € CY(R?) then for all x,y € R,

p—1

p—1\ 7 _d
u(y) —u(z)| < 280"/ <m> IV ull o (5 e 75) (49.8)

where r:= |x —y|.

Proof. Let 7 := |z —y|, V := B,(r) N B,(r) and I', A C S%~! be chosen
so that « + 71" = 0B, (r) N By(r) and y +rA = 0By(r) N B,(r), i.e.

I'= 2 (0B.(r) N By(r) ~ 2) and A=~ (9B,(r) (1 Bu(r) —y) = T

Also let W = I, ,. N Ay, see Figure 49.2 below. By a scaling,

Fig. 49.2. The geometry of two intersecting balls of radius r := |z —y|. Here
W=1I,,NAy,and V = B(z,r) N B(y,r).

5 - ‘Fw,rm/ly,r‘ _ ‘Fw,l ﬁAy,1|
¢ |Fac,r| |Fw,1

€(0,1)

is a constant only depending on d, i.e. we have |I, .| = |A,.| = B|W]|. Inte-
grating the inequality

u(z) —u(y)] < fu(@) —u(z)] + [u(z) — u(y)|
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over z € W gives

() — u(y)| < ][ () — u(2)|d + ][ () — u(y)|d
w w
= 6 ulxr) —ulz YA ulz) —u yA
= | [ ) = uiiz + [u6z) - utwla
W w

< b /|u —u(z |dz+/\u —u(y)|dz
|Fx,r

Hence by Lemma 49.4, Holder’s inequality and translation and rotation in-
variance of Lebesgue measure,

Vau( Vau(
) = )] < 77 '“Z|d1d+/|'“|d1dz

|
Fz,r

<£< IVull e M)HWHLQ (Te.r) )

| +||VU||LP(Ay7>|My_ 7= llLaa,.)

26
< T HVUHLP(V)HW||L<1(FO,T) (49.9)
where ¢ = —E5 is the conjugate exponent to p. Combining Egs. (49.9) and
(49.6) gives Eq. (49.8) with a:= |[I'|7!. =

Theorem 49.7 (Morrey’s Inequality). If d < p < oo, u € WHP(RY),
then there exists a unique version u* of u (i.e. u* = u a.e.) such that u* is
continuous. Moreover u* € CO’P%(Rd) and

”u H o 17‘1

(]Rd) ~ C”uHWl,p(Rd) (49].0)

where C = C(p,d) is a universal constant. Moreover, the estimates in Fgs.
(49.3), (49.4) and (49.8) still hold when u is replaced by u*.

Proof. For p < 0o and u € C}(R?), Corollaries 49.5 and 49.6 imply
|u(y) — u(@)|

O

lull poay < Cllullyip@ey and < OVl prrae)

which implies [u]; a < C||Vul|Lrray < Cllully1.preyand hence
P

il 15 gy < Clullrsoaey (49.11)
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Now suppose u € W1P(R?), choose (using Exercise 29.32) u,, € C}(R?)
such that u,, — u in W?(R%). Then by Eq. (49.11), Hunfucho,l,d -0

» (R4)

as m,n — oo and therefore there exists u* € co-y (R9) such that u,, — u*
in Co’lfg(Rd). Clearly u* = u a.e. and Eq. (49.10) holds.

If p=ooand u € WhH® (Rd) , then by Proposition 29.29 there is a version
u* of u which is Lipschitz continuous. Now in both cases, p < co and p = oo,
the sequence u,, 1= u * 1, = u* *xn, € C> (Rd) and u,, — v* uniformly on
compact subsets of R?. Using Eq. (49.3) with u replaced by u,, along with a
(by now) standard limiting argument shows that Eq. (49.3) still holds with «
replaced by u*. The proofs of Egs. (49.4) and (49.8) only relied on Eq. (49.3)
and hence go through without change. Similarly the argument in the first
paragraph only relied on Eqs. (49.4) and (49.8) and hence Eq. (49.10) is also
valid for p=0cc. ®m

Corollary 49.8 (Morrey’s Inequality). Suppose 2 C, R? such that 2 is
compact C*-manifold with boundary and d < p < co. Then for u € WHP(0),
there exists a unique version u* of u such that u* € co1% (R%) and we further

have

17l o4 ) = Cllellwr o), (49.12)

where C = C(p,d, §2).

Proof. Let U be a precompact open subset of R? and E : WP(2) —
WhP(R?) be an extension operator as in Theorem 48.35. For u € W (£2)
with d < p < 0o, Theorem 49.7 implies there is a version U* € co1-% (RY) of
Eu. Letting u* := U*|, we have and moreover,

10 o4 g < 107 s ) < CNBl sy < C ey

P (

R4)
|
The following example shows that L>®(R%) ¢ W14(RY), ie. Whe(RY)
contains unbounded elements. Therefore Theorem 49.7 and Corollary 49.8
are not valid for p = d. It turns out that for p = d, Wh* (R%) embeds into
BMO(R?) — the space of functions with “bounded mean oscillation.”

Ezample 49.9. Let u(z) = (z) log log (1 + |71‘> where ¢ € C°(R?) is chosen

so that ¥(z) = 1 for || < 1. Then u ¢ L>(R?) while u € W4(R%). Let us
check this claim. Using Theorem 9.35, one easily shows u € LP(R). A short
computation shows, for |z| < 1, that
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where & = x/ |z| and so again by Theorem 9.35,
d

1 1
/|Vu(x)|ddx > / P - dz
2 jal<1 log (1+ )

d
! 2
> Sd—l / = d—ld — .
70-( ) o (rlog(1+%)> T T 0

49.2 Rademacher’s Theorem

Theorem 49.10. Suppose that u € Wﬁ)f(ﬂ) for some d < p < oo. Then u is
differentiable almost everywhere and w-0;u = d;u a.e. on {2.

Proof. We clearly may assume that p < oo. For v € Wﬁ)f(ﬂ) and x,y € (2
such that B(z,r) N B(y,r) C {2 where r := |z — y|, the estimate in Corollary
49.6, gives

_d
() — v(@)| < ClIVullLr(Bernser) - |z —y] 75

da

= OVl LoBemnBa) -7, (49.13)

Let u now denote the unique continuous version of u € V[/i)f (£2). The by
the Lebesgue differentiation Theorem 20.12, there exists an exceptional set
E C 2 such that m(E) =0 and

1ifr01 ][ |Vu(y) — Vu(z)[Pdy = 0 for z € 2\ E.
B(z,r)

Fix a point z € 2\ E and let v(y) := u(y) — u(x) — Vu(z) - (y — z) and notice
that Vu(y) = Vu(y) — Vu(z). Applying Eq. (49.13) to v then implies

u(y) — u(z) — Vu(z) - (y — )|
< O V() = Vu(@)|| r(ate.nnpay -7

1/p
u(y) — Vu(z)|P (1-9)
SC(/BW)'V v) - V()| dy>

1/p
= Co (5971) /7 plr ][ Vu(y) - Vu(z)Pdy | (75
B(z,r)
1/p
=Co (st | vty - Vu@Pay | eyl
B(z,r)

which shows w is differentiable at  and Vu(z) = w-Vu(z). =
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Theorem 49.11 (Rademacher’s Theorem). Let u be locally Lipschitz con-
tinuous on 2 C, R Then u is differentiable almost everywhere and w-
Oiu = O;u a.e. on 2.

Proof. By Proposition 29.29 8§w)u exists weakly and is in 9;u € L>(R?)
fori=1,2,...,d. The result now follows from Theorem 49.10. m

49.3 Gagliardo-Nirenberg-Sobolev Inequality

In this section our goal is to prove an inequality of the form:
ulla < C||Vul| Lo gay for u € CL(R?). (49.14)

For A > 0, let uy(z) = u(Az). Then

el = [ s = [ i
and hence ||uy| e = A= 9| u||pa. Moreover, Vuy(z) = \(Vu)(Az) and thus
IVuxlle = A(Vu)alle = AA™ 4P| Vul| o
If (49.14) is to hold for all u € C}(R?) then we must have
AV ul| e = [Jurl|ze < ClVurllno@ay = CA=P||[Vu| v for all A > 0
which is only possible if
1—d/p+d/fg=0, ie 1/p=1/d+1/q. (49.15)

Notation 49.12 For p € [1,d], let p* := ddTpp with the convention that p* =

oo if p=d. That is p* = q where q solves Eq. (49.15).

Theorem 49.13. Let p =1 so 1* = %, then

[

i }
v =l <] ([ i) <t i, ao0)
=1

for all u € WHH(R?).

Proof. Since there exists u,, € C}(R?) such that u,, — u in WH1(R?),
a simple limiting argument shows that it suffices to prove Eq. (49.16) for
u € CH(R?). To help the reader understand the proof, let us give the proof for
d < 3 first and with the constant d—'/2 being replaced by 1. After that the
general induction argument will be given. (The adventurous reader may skip
directly to the paragraph containing Eq. (49.17).
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(d =1, p* = o0) By the fundamental theorem of calculus,

ju(a)| = ] /- u'(y)dy] < [ Wiy s [ 0@l

Therefore ||ul|z= < ||[u/|z1!, proving the d = 1 case.
(d = 2, p* = 2) Applying the same argument as above to y; — u(y1, x2)
and Y2 — u(.'El, y2)77

oo

(s, @9)] < / vy, 22)] dys < / Vu(yr, 22)| dy and

—0o0 —00

[u(z1,22)] S/ \82u(x1,y2)\dy2§/ |Vu(z1,y2)| dye

—0o0 — o0

and therefore

(e, 22)2 < / 11 u(yn, 22)|dys - / 1Oy, )| dy.

Integrating this equation relative to x1 and x5 gives

Julle = [ Ju@ao < ([~ ool an) ([ ouuta) ao)
< ([ 1vuta dz)2

which proves the d = 2 case.
(d = 3, p* = 3/2) Let 2! = (y1,22,73), 2> = (21,92,73), and 2> =
(x1,2,ys). Then as above,

fu(z)| < / Oyu(a)|dys for i = 1,2,3

— 00

1 Actually we may do better here by observing

ol =5 | wwa- [l
< %/RIU’@)NI

and this leads to an improvement in Eq. (49.17) to

d 1
1 d
v < = 0; d:
lulle < 5 | | (/Rd\ u(z)] 90)
1
2

4% ||V, .



1028 49 Sobolev Inequalities

ol <[T( [ ot >|dyi)%.

=1

and hence

Integrating this equation on z; gives,

/R|u(:c)|%d:c1<</_ ru(z |dy1) /H(/ (e )|dyi)2dx1

1 3 1

< </OO |81u(:c)d:c1> i H (/O; |8iu(xi)|dx1dyi) :

1=2

wherein the second equality we have used the Holder’s inequality with p =
q = 2. Integrating this result on x9 and using Holder’s inequality gives

/ \u(x)|%dz1dm2

R‘Z

< (/ 32u(x)|d$1dx2> /dzg </ |81u(z)|dz1) X
R2 R —00

1

( /R 2 |5’3u(x3)dx1dy3) :
< (/R2 82u(x)|dx1dx2>% (/R2 |81U(:E)|dm1d;p2>% </RS |33u(x)|dm>%

One more integration of x3 and application of Holder’s inequality, implies

N f[(/ 1Oz |da¢>%<(/R3Vu(x)dx)2

proving the d = 3 case. A
For general d (p* = %), as above let @' = (T1,...,%i_1,Yi, Tit1---,Td)-
Then

I\le

()] < / 1Byl dy;
and

H(/ |Oiu(z )Idyz-)ﬁ. (49.17)

Integrating this equation relative to x1 and making use of Holder’s inequality

in the form
H fl
=2

d
<TTfillas (49.18)
=2

(see Corollary 10.3) we find
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/|u |75 day < (/alu dx1> ~ /d$1H</ e Idyz>%
<, Oru@dn T I/ 10u(a)dedy, -
(o) IL(, )
= </R 81u(517)cl$1>ﬁ (/R2 |82u(:z:)|d:z:1d:z:2>ﬁ %
ﬁ ( /. |5’¢u(xi)|d:v1dyi> -

Integrating this equation on x5 and using Eq. (49.18) once again implies,

[ @) deday
R2
T T
< (/ 82u(x)dx1dx2> /d.’EQ </ 81u(x)d331>
R2 R R
d , T
<11 (/ |‘9iu($z)|dﬂf1dyi)
i=g \/R?
T EEy
< (/ 82u(ac)d3:1dx2) (/ |81u(x)|dx1dx2>
R2 R2

d E=y
X H (/ |3iu(zi)|dx1dx2dyi> .
i=3 \JR?

Continuing this way inductively, one shows

|u(x)|d_ildx1dx2 ...dxy
Rk

1

k ey
H </ |0;u(x)|dzdes . . d:ck)

i=1

1

T
X H </ |0ju(x?)|dzydas . . da:kdka)

i=k+1

and in particular when k = d,
. 1\ 71 T
lu(z)| 7T dz < <§) (/ |Oju(x)|dzrdes . . . dmd> (49.19)
i=1 \/R?

< 1;[1 (/R |Vu(:c)d:c)d_il = (/R |vu(:c)|d:c>ﬁ .

=N

d

Rd
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This estimate may now be improved on by using Young’s inequality (see

d
Exercise 49.33) in the form [] a; < ézd al. Indeed by Eq. (49.19) and

=1
=1

Young’s inequality,

Jufl o < f[ (/R |am(z)|dz> < éi (/R 3iu(:c)dx)
_ %/Rdi@u(z)ux < é/R Va |Vu(z)| do

wherein the last inequality we have used Holder’s inequality for sums,

d d 1/2 d 1/2
Z|ai|§<21> (ZWQ) =d|al.

=1 i=1

The next theorem generalizes Theorem 49.13 to an inequality of the form
in Eq. (49.14).

Theorem 49.14. If p € [1,d) then,

(d-1)

lw]| fox < d_1/2pd — |Vul|pr for all u € WHP(RY). (49.20)

Proof. As usual since C}(R?) is dense in W' (R?) it suffices to prove
Eq. (49.20) for u € CL(R?). For u € C}(R?) and s > 1, |u|* € C}(R?) and
V|ul® = slul*"tsgn(u)Vu. Applying Eq. (49.16) with u replaced by |u|® and
then using Holder’s inequality gives

s -1 s _1 s—
lul*|l- < d™= [V [ulll, = sd™ % |[Jul* ™ Vul 2

S
< — |Vaulle - ||Jul* " La 49.21
*\/EH llze - ([lul*" o ( )

where ¢ = ﬁ. We will now choose s so that s1* = (s — 1)g, i.e.

q 1 1
S = =

Ty—1r 1-1+L 4 !
R

pd=1)  pd—-1) ,d-1

p(d—1)—d(p-1) i—p 74

For this choice of s, s1* = p* = (s — 1)q and Eq. (49.21) becomes

/1" 5 1/q
MRd |u|P dm] < Wi |Vul e - [/Rd |u|P dm} . (49.22)
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Since
1 1 _d-1 p-1_pd-1)—-dp-1)
1* q d p dp
_d-p_ 1
pd  p*’

Eq. (49.22) implies Eq. (49.20). m
Corollary 49.15. Suppose 2 C R? is bounded open set with C*-boundary,
then for allp € [1,d) and 1 < q < p* there exists C = C(£2,p,q) such that

llull a2y < Cllullwre(a)-

Proof. Let U be a precompact open subset of R? such that 2 ¢ U and
E : Wb (2) — W' (R?) be an extension operator as in Theorem 48.35.

Then for v € C*(2) N WP(£2),
ull o () < CllEU|| o (ray < CIIV(EW) Lrgaey < Cllullwie(e)s
i.e.
lull o (2) < Cllullwie(o) (49.23)

Since C'(£2) is dense in W'P(£2), Eq. (49.23) holds for all u € WhP(£2).
Finally for all 1 < ¢ < p*,

1
T

lullLacoy < llullprs (o) - 1Mllzr (@) = [lullox (A($2))~
< CAQ2) 7 [ullwrr (o)

1 1 1
where = + - ==, &
eer+p* P

49.4 Sobolev Embedding Theorems Summary

Let us summarize what we have proved up to this point in the following
theorem.

Theorem 49.16. Let p € [1,00] and u € WP (R?) . Then
1. Morrey’s Inequality. If p > d, then WP — Co'=% and

19l o gy < Cllellrogey

2. When p = d there is an L*° — like space called BMO (which is not defined
in these notes) such that W1? — BMO.
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3. GNS Inequality. If 1 < p < d, then W'P — LP"

_12p(d—1)
lullgre < 7= Vulo

3

where p* = dd—f; or equivalently p% =

1
P

Our next goal is write out the embedding theorems for WP (£2) for general
k and p.

Notation 49.17 Given a number s > 0, let

_ s ifn ¢ N
5+ = s+difn e Ny

where § > 0 is some arbitrarily small number. When s = k + « with k € Ny
and 0 < o < 1 we will write C**(82) simply as C*(£2). Warning, although
Ck1(02) C C*1(0) it is not true that C*1(2) = CF1(0).

Theorem 49.18 (Sobolev Embedding Theorems). Suppose 2 = R¢ or
2 C R4 is bounded open set with C*-boundary, p € [1,00), k,I € N with | < k.

1. If p < d/l then WkP () — Wk=ba () provided q := d‘i—l;l, i.e. q solves

q p d

and there is a constant C' < oo such that
||u||wk—l,q(9) < CHU;”W}C,])(Q) for all u e Wk» ().

2. If p > d/k, then WFP () — C*= 4P+ (2 and there is a constant C <
oo such that

”uHCk'f(d/P)Jr (2) < CHUHWk,p(Q) for all u € Wk,l’ (Q) .

Proof. 1. (p < d/l) If u € WkP (02), then 9%u € WP () for all |a| <
k—1. Hence by Corollary 49.15, 9%u € LP" (2) for all |a| < k—1 and therefore
Wk (02) < WF=1P" (£2) and there exists a constant C; such that

[l () < Cllullyrn gy for all ue WP (£2). (49.24)
Define p; inductively by, p1 := p* and p; := pj_;. Since pij = Tl—l — % it is
easily checked that p_11 = % — é > 0 since p < d/I. Hence using Eq. (49.24)

repeatedly we learn that the following inclusion maps are all bounded:
WHhP () s WFLPL(Q) e WE2P2 () . s WHLPL ().

This proves the first item of the theorem. The following lemmas will be used
in the proof of item 2. m
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Lemma 49.19. Suppose j € N andp > d and j > d/p (i.e. 5 > 1ifp>d
and j > 2 if p=d) then

WP () — CI= (/P ()
and there is a constant C < oo such that
HUHCJ"(d/p)+(Q) < Clullwsnia)- (49.25)

Proof. By the usual methods, it suffices to show that the estimate in Eq.
(49.25) holds for all u € C> (£2).
For p > dand |o| <j—1,
||aaUHcoyl—d/p(Q) <C Haau”WLp(Q) <C HU”Wj,p(Q)

and hence

HUHCJ—d/p(Q) = HUHCJ—Ll—d/P(Q) < CHUHWJUP(Q)

which is Eq. (49.25).

When p = d (so now j > 2), choose q € (1,d) be close to d so that j > d/q
and ¢* = qud > d. Then

q
W (Q) s WH(Q) s WITHT (Q) e CI7217/0 ()
Since d/q* | 0 as q T d, we conclude that W74 (£2) — CI=2 () for any
a € (0,1) which we summarizes by writing
Wit () — ¢i=d/d) (),

]

Proof. Continuation of the proof of Theorem 49.18. Item 2.,
(p>d/k). If p> d, the result follows from Lemma 49.19. So nos suppose

that d > p > d/k and choose the largest [ such that 1 <[ < k and d/l > p
and let ¢ = dﬁ—il, i.e. q solves ¢ > d and

Then
WhP () o W14 () s CF-1- @y () = ¢
as desired. m

Remark 49.20 (Rule of thumb. ). Assign the “degrees of regularity” k—(d/p),.
to the space W*P and k + a to the space C*. If

X,Y e {WkP: k€ No,p € [1,00]} U{C**: k € Ng, a €[0,1]}
with deg,q, (X) > deg,e,(Y), then X — Y.
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Example 49.21. 1. WkP — Wk=6a iff | — g >k—0— g iff ¢ > g — g iff

151 _ ¢
qg—p d:
2. Whe < 0 iffk—(d) > a.
PJ+

49.5 Compactness Theorems

Lemma 49.22. Suppose K,,, : X — Y are compact operators and | K —
Knloix,y) — 0 as n — oo then K is compact.

Proof. Let {z,}52; C X be given such that ||z, | < 1. By Cantor’s diago-

nalization scheme we may choose {z,} C {z,} such that y,,, := lim K,,x] €
n—oo

Y exists for all m. Hence

[ Ky, — Kapl| = || K (2, — 2)) | < | K (2, — 29|
<K — Kl 2y, — 24l + 11 Km (27, — )
S NE = Kol + [ K (27, — )
and therefore,
limsup ||Kz), — Kaj|| < |K — K| — 0 as m — oo.
l,n—o0
|
Lemma 49.23. Let n € C*(R?), C,,f =nx f, 2 C R? be a bounded open set
with C*-boundary, U be an open precompact subset of R such that 2 C U
and E : WH(02) — WL (RY) be an extension operator as in Theorem 48.35.
Then to every bounded sequence {iy,}r.; C Wt (£2) there has a subsequence
{ul,}.°, such that CyEu, is uniformly convergent to a function in C. (R?).
Proof. Let u, = Eu, and C := sup |[up|[y1.1gas)y which is finite by
assumption. So {u,},—, C WHH(R?) is a bounded sequence such that
supp(u,) C U C U =C R? for all n. Since 7 is compactly supported there

exists a precompact open set V such that U C V and v,, := n*u, € C2(V) C
C2° (R?) for all n. Since,

[onllzoe < Inllzee unllor < lnllzee lunllr < Cllnllz~and
[Dvnllzee = [0 * Dun||zoe < [nllze [Dunllzr < Cllnllze,

it follows by the Arzela-Ascoli theorem that {v,},. , has a uniformly conver-
gent subsequence. ®

Lemma 49.24. Let n € C(B(0,1),[0,00)) such that [p,ndm =1, ny(z) =
m™n(mz) and Kyu = (Cy,, Eu)|o. Then for all p € [1,d) and ¢ € [1,p*),

im |[Kp — il owir(e),Le2) =0

m—00

where i : WHP(82) — LI(£2) is the inclusion map.



49.5 Compactness Theorems 1035

Proof. For u € CL(U) let vy, := Ny, * u — u, then

[om (@)| < [0+ u(e) — u(z)] =

[t - - u(z))dy\
[0 [ute = )~ utw)] ay

1 L Y
~ [ v win) [ ar [vue =1L

and so by Minikowski’s inequality for integrals,

L i) [ a [vu -

1
= (L, wlowas) 19ulys < il (G020

m

IN

\ N

[om ]l L

LT

IN

By the interpolation inequality in Corollary 10.25, Theorem 49.14 and Eq.
(49.26) with r =1,

A 1-)
[vmllza < llomllzs [[vml Lo?

1 A p(d—1) o
s ey [NV

<
<Cm~ A HU||W1 1(R%) HUm“Wl P (R)
<Cm™ Hunwl A(RA) va||W1 P (RY)
< C(p,|U[)m - ||UHW1 P(R4) ”vm”vvl »(R4)

where A € (0, 1) is determined by

Now using Proposition 11.12,
”vaWLP(]Rd) = |7 *u — uHWl»P(Rd)
< I * U”wl,p(Rd) + ||U||W1,p(Rd) <2 ||U||W1,p(Rd) .
Putting this all together shows
1B =l gy < [ Knts = Bullga = o]l o
- A
< C, U Nm > Jullyro ey (26l )
< C(p, |U)ym™> I Ewll .o ey
< C(p, \U|)m_’\ H’U‘HWLP((Z)
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from which it follows that
| Km — illBwrr(2),La(e) < Cm ™ — 0 as m — oo.
|

Theorem 49.25 (Rellich - Kondrachov Compactness Theorem). Sup-
pose 2 C R? is a precompact open subset with C'-boundary, p € [1,d) and
1 < q < p* then WHP(92) is compactly embedded in L9(S2).

Proof. If {u,},-, is contained in the unit ball in W7 (§2), then by
Lemma 49.23 {Kmun};l’o:1 has a uniformly convergent subsequence and hence
is convergent in L4({2). This shows K,, : WHP(02) — L9(§2) is compact for
every m. By Lemma 49.24, K, — i in the L (W' (£2),L?(£2)) — norm and
so by Lemma 49.22 i : WP (§2) — L9 ({2) is compact. m

Corollary 49.26. The inclusion of W*P(£2) into W*=44(§2) is compact pro-
vided | > 1 (md%>1_17,é:dd—_;ﬂ>0’ i.e.q<di—1;l.

Proof. Case (i) Suppose £ = 1, ¢ € [1,p*) and {u,},o, C WEP(2) is
bounded. Then {9%u,},., C W'P(£2) is bounded for all |a| < k — 1 and
therefore there exist a subsequence {an},-, C {un} ., such that 9°a, is
convergent in L9(2) for all |a| < k — 1. This shows that {i,} is Wk=14(£2)
— convergent and so proves this case.

Case (ii) £ > 1. Let p be defined so that % =z - %1. Then

1
»

WEP(02) c WEHLP(02) cc Whha(0).
and therefore WkP(02) cc Wk=44(02). m

Ezample 49.27. 1t is necessary to assume that The inclusion of L2([0,1]) —
L1([0,1]) is continuous (in fact a contraction) but not compact. To see this,
take {u,}°; to be the Haar basis for L?. Then u,, — 0 weakly in both L?
and L' so if {u,},., were to have a convergent subsequence the limit would
have to be 0 € L!. On the other hand, since |u,| = 1, ||uy|l2 = ||un|1 =1 and
any subsequential limit would have to have norm one and in particular not be
0.

Lemma 49.28. Let §2 be a precompact open set such that 2 is a manifold
with C* — boundary. Then for all p € [1,00), WLP(£2) is compactly embedded
in LP(§2). Moreover ifp > d and 0 < <1 — %, then WP (£2) is compactly
embedded in C%P(2). In particular, W*P(£2) CC L>®(02) for all d < p < co.

Proof. Case 1, p € [1,d). By Theorem 49.25, WP () cC L4(£2) for all
1 < ¢ < p*. Since p* > p we may choose ¢ = p to learn WHP(£2) CC LP(2).
Case 2, p € [d,00). For any pg € [1,d), we have

WhP(02) — WP (2) cc LPo(12).
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Since p§ = f_ogo T 00 as po | d, we see that WP(£2) cC LI(£2) for all ¢ < oo.

Moreover by Morrey’s inequality (Corollary 49.8) and Proposition5.13 we have
Whr() — C’O’l_%(ﬂ) CC C%B(£2) which completes the proof. m

Remark 49.29. Similar proofs may be given to show W*? cc CF=579 for all
5>0pr0videdk—%>0andk:—%—6>0.

Lemma 49.30 (Poincaré Lemma). Assume 1 < p < o0, {2 is a precompact
open connected subset of R% such that 2 is a manifold with C*-boundary.
Then exist C = C(§2,p) such that

lu = ugllLr(2) < CIVullpe) for allu € WHP(£2), (49.27)
where ug ::3(0 udm s the average of u on §2 as in Notation 49.5.

Proof. For sake of contradiction suppose there is no C' < oo such that Eq.
(49.27) holds. Then there exists a sequence {u,} -, C W(£2) such that

lun — (un)@lle2) > nl|Vun||Le (o) for all n.

Let

L Up — (un)Q
Uy 1= .
l|wn — (un)QHLP(Q)
Then w, € Wl’p(Q)v (un>(2 = 0, ||un||LP(Q) =land 1l = ”un“LP(Q) >

n||Vun|ze() for all n. Therefore ||Vuy|rr(o) < + and in particular
sup |[un|lw1r(2) < oo and hence by passing to a subsequence if necessary

there exists u € LP (2) such that u, — wu in LP({2). Since Vu,, — 0 in
LP(£2), it follows that wu,, is convergent in WP(§2) and hence u € WP(£2)
and Vu = lim, . Vu, = 0 in LP(£2). Since Vu = 0, u € WkP(£2) for all
k € N and hence u € C* (£2) and Vu = 0 and {2 is connected implies u is
constant. Since 0 = lim,, o (un )2 = ugp we must have v = 0 which is clearly
impossible since ||ul|zr(2) = My oo [[tnllLr(2) = 1. ®

Theorem 49.31 (Poincaré Lemma). Let {2 be a precompact open subset
of RY and p € [1,00). Then
[ ul| o < diam(82)[|Vul|ze for all u € WyP(R). (49.28)

Proof. Let diam({2) = M. By translating (2 if necessary we may assume
2 C [-M,M]% For 1 < p < oo we may assume u € C2°(2) since C° (£2) is
dense in Wy"*(£2). Then by the fundamental theorem of calculus,

1 X1 M
|u(z)| = B / hu(y,za,...,xq)dy — / hu(y, xa,...,xq)dy
—-M 1

dy

1 M M
< 5/7M |31U(y,$2,...7xd)|dy:M/7M |O1u(y, za, . .., zq) i
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and hence by Jensen’s inequality,

M
d
R

Integrating this equation over x implies,
Jullty <327 [ foruta)Pds < M7 [ [Fula)pds
¢ 2

which gives Eq. (49.28). m

49.6 Fourier Transform Method

See L? — Sobolev spaces for another proof of the following theorem.

Theorem 49.32. Suppose s > t > 0, {u,} -, is a bounded sequence (say

by 1) in H*(R?) such that K = U,supp(u,) CC RY. Then there exist a
subsequence {v, }52, C {un}oo, which is convergent in H'(R?).

Proof. Since

|08, (€)| =

8?/ e %y, (z)de /(7”)&645%“”@)6&
R4 R4

Sz 22y lunlle: < Collun | gsray < Ca

Uy, and all of it’s derivatives are uniformly bounded. By the Arzela-Ascoli
theorem and Cantor’s Diagonalization argument, there exists a subsequence
{vn}o2, C {un}, such that o, and all of its derivatives converge uniformly
on compact subsets in & —space. If 9(§) := lim,,_, o 0,(&), then by the domi-
nated convergence theorem,

/ A+ R0 PdE = im [ (14 [6P)*[on(6)[2de
[£I<R o JigI<Rr

< limsup an”?{s(Rd) <1l
Since R is arbitrary this implies © € L*((1+ [£]?)*d€) and [|v|| s ray < 1. Set

gn = v — v, while v = F719. Then {g,}.—, C H*(R%) and we wish to show
gn — 0in HY(R?). Let du; (€) = (1 + |€]?)td¢, then for any R < oo,

gl = / 19(E) — Gu (O dpie (€)
- / G(E) — 3u(©)Pdpuy (€) + / 19(6) — 9u() s (€).
[EISR [€EI>R
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The first term goes to zero by the dominated convergence theorem, hence

lim sup [lgn |3+ < limsup / 19(E) — 6 (E)Pdpe €)
[£|>R

n—oo n— oo

lime o e (L IEP)T
_ln:olip/lng |g gn(5)| (1+|£|2)s—td£

. 1 .
< tim s (g [ 19 0l ©

1
n—oo (14 R2)s~

s—t
§4(;> —0as R — oco.

. 2
< lim sup — lgn — 9l

1+ R2

49.7 Other theorems along these lines
Another theorem of this form is derived as follows. Let p > 0 be fixed and

g € C.((0,1),]0,1]) such that g(¢) = 1 for |t| < 1/2 and set 7(t) := g(t/p).
Then for € R and w € I" we have

/OP % [T(t)u(z + tw)] dt = —u(x)

and then by integration by parts repeatedly we learn that

/82 w(z + tw)] tdt = /82 (t)u (m+tw)]d§
3
/83 z+tw)]d§:...
/8m x—l—tw)]dtm'
m!

m—1

=(-1)™ / ;" [r(t)u(z + tw)] mdt'

0

Integrating this equation on w € I' then implies
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it /dw/ O [7(t)u(@ + tw)] (nim:n!dt
— —(n:— o /dw/o =g (7 (Hu(x + tw)] 9 1dt

m

- %[ydw /Optm—dzmj (7;;) [T(m—k)(t) (0ku) (x+tw)] pd—1 g
7(711 m)' /dw/optm dé( ) {g(m—k)(t) (5'£u) (ertw)] =1 gy

m| i (7:) P m/r ly — ™7 [g(mfk)(‘y —z|) (85/—}“) (y)] dy
k=0 o

and hence

u(z) = |p| C )l i ( ) k— m/F ly — ™ [g(m—k)(\y — ) (81/&_\”) (y)] dy
k=0 o

and hence by the Holder’s inequality,

lu(z)| < C(g) |F\ — Z < ) VF,,, ly — 1M dy] . [/F“ ’(87’;/_\9;;) (y)’pdy] 1/”-

From the same computation as in Eq. (48.4) we find

p q(m—d)+d
_ja(m=d) 5 q(m—d) .d—1 4. _ e
y—z dy—af/r r* dr =0 (I
Aﬁ| | [ (N i
pm—d
pr T
=o (I —1).
o )pm_d(p )

provided that pm —d > 0 (i.e. m > d/p) wherein we have used

q(m—d)—l—d:L(m—d)—I—d:p(m_d)+d(p_1) _pm—d

p—1 p—1 p—1~
This gives the estimate
1/q p=1 p=1
/ |y o x“](mfd) dy < 4 (F) (p - 1) r p%ﬂi _ g (F) (p B 1) P pm—d/p.
I, - pm —d pm —d

Thus we have obtained the estimate that

Clo) [eM@-1]7
e el e rera

pmfd/pi (k)pk m H :ru

k=0

LP(Ieyp)
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49.8 Exercises

Exercise 49.33. Let a; > 0 and p; € [l,00) for i = 1,2,...,d satisfy
Zle pi_1 =1, then

d d 1
H a; < Z —al".
i=1 iz Pi
Hint: This may be proved by induction on d making use of Lemma 1.27.

Alternatively see Example 10.11, where this is already proved using Jensen’s
inequality.

Solution 49.34 (49.33). We may assume that a; > 0, in which case

d i 1w 1 1
d 1 K2 Py .
I | a; = eXi=m e — el p T E —elmai’ = E —aj".
i=1 ; ;

This was already done in Example 10.11.
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50

27d order differential operators

Notations 50.1 Let 2 be a precompact open subset of R?, Aij = Aji, A Ag €

BC*>®(82) fori,j=1,...,d,

d d
p(z,€) == Y Ay&i& + Y Ak + A
i=1

i,j=1
and
d d
L=p(x,0)=— > Ai;0i0; + Y Aid; + Ao.
1,5=1 i=1
We also let
d d
Lt == " 0,0;Ma,, — > 0:Ma, + Ao.
i,j=1 i=1

Remark 50.2. The operators L and LT have the following properties.
1. The operator L' is the formal adjoint of L, i.e.
(Lu,v) = (u, LTv) for all u,v € D(2) = C=(N).

2. We may view L as an operator on D'({2) via the formula u € D'(2) —
Lu € D'(£2) where

(Lu, ¢) := (u, LT¢) for all ¢ € C=° ().
3. The restriction of L to H*+2({2) gives a bounded linear transformation
L: H*2(02) — H*() for k € Ny.
Indeed, L may be written as

d d
L=—Y M, 0:0; + Y Ma,0i+ Ma,.

ij=1 i=1
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Now @; : H*(£2) — H""1(2) is bounded and My, : H*(£2) — H"(£2) is
bounded where ¢ € BC®((2). Therefore, for k € No, L : H*2(0) —
HF*(£2) is bounded.

Definition 50.3. For u € D'(2), let

u7
lullgo = sup [(u, 9)|
ozseD() 10/l m1 (o)

and
Hﬁl(Q) = {u eD(N): HU”H*I(Q) < oo}.

Example 50.4. Let 2 =R?% and S C {2 be the unit sphere in R?. Then define
o €D () by

(0,) = /S bdo.

Let us shows that o € H~! (£2). For this let T : H*(£2) — L?(S,do) denote
the trace operator, i.e. the unique bounded linear operator such that T'¢ = ¢|g
for all ¢ € C2° (R?) . Since T is bounded,

(0, 0) < 7 ()2 Tl 1205y < o () I Tl a0, 2209 |1l -1 2 -
This shows o € H~ (£2) and [|o|| ;) < 0 () I | ia().22(s)

Lemma 50.5. Suppose §2 is an open subset of R? such that 2 is a manifold
with C° — boundary and 2 = 2°, then the map u € [H&(Q)}* — ulp) €
H=Y(9) is a unitary map of Hilbert spaces.

Proof. By definition C2°(£2) is dense in H} (£2), and hence it follows
that the map u € [H(2)]" — ulp(e) € H(£2) is isometric. If u € H1(£2),

———H' (2
it has a unique extension to Hj (2) = C> (1) “D and this provides the

inverse map. W
If we identify L?(2) = H°(£2) with elements of D’'(£2) via u — (u, )12,
then

D'(2)D>H ' (2)D H'(2)=L*2) > HY(N2) D H*(N2)D ...
Proposition 50.6. The following mapping properties hold:

1. If x € BCY(2). Then M, : H=Y(£2) — H~Y(£2) is a bounded operator.

2.1V =N Ma,0; + Ma, with A;, Ay € BCH(2), then V : L*(2) —
H=Y(02) is a bounded operator.

3. The map L : D'(£2) — D'(2) restricts to a bounded linear map from
HY($2) to H-(£2). Also
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Proof. Let us begin by showing M, : H}(£2) — HJ(£2) is a bounded
linear map. In order to do this choose x,, € C° (R?) such that x,, — x in
BCY(£2). Then for ¢ € C (), xnp € CZ(£2) C HF(£2) and there is a
constant K < oo such that

2 2
IXn @51 (2) < K Ixnll gor @) 1013 () -

By density this estimate holds for all ¢ € H}(§2) and by replacing x, by
Xn — Xm We also learn that

[ (xn — Xm) ¢||?{8(Q) < K |xn — Xm”Bcl(ﬁ) ”d’”?{é(()) — 0 as m,n — oo.

By completeness of H{ (£2) it follows that y¢ € H(§2) for all ¢ € HZ(£2) and

2 2
IXn @l () < K Xl er @) 1902 ) -

1. Ifue H ' () and ¢ € H}($2), then by definition, (M,u,d) = (u, x®)
and therefore,

(M, 9 = [ X0 < lull = @y o
< Kxllper @) llulla-12) 19/l m2 )
which implies M,u € H~! (£2) and
[Myullg-10) < KXl por @) llull a-1(2)-
2. For u € L?(2) and ¢ € C (02)
(05w, §)| = [(u, 9id)| < HUHLz(Q) : ||5i¢||L2(n)
< ull g2 ) 191l g2 2

and therefore [|0;ull ;-1 () < [lull12(g) - For general V = Zle My, 0; +
My, , we have

d
1A -1y < DK Al per @ 100l -1 () + Aol el L2
i=1

d
< ZK”AiHBcl(ﬁ) + [ Aollo | 1ull 220 -
i=1

3. Since V : HY(2) — L*(2) and i : L?(2) — H~1(£2) are both bounded

maps, to prove L = —szzl My,;0;0; + V' is bounded from HY() —
H~'(2) it suffices to show My, 8;0; : H'(£2) — H~'(£2) is a bounded.
But Ma,,0;0; : H*(£2) — H~*(£2) is bounded since it is the composition
of the following bounded maps:

() % 20 % BN (92) 2 H(0).
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[
Lemma 50.7. Suppose x € BC™®(R2) then

1.[L,M,] =V is a first order differential operator acting on D'(£2) which
necessarily satisfies V : H*(2) — H*=Y(2) for k=0,1,2,... etc.
2. If u € H*(£2), then

[L, MyJu € H*"*(2) fork=0,1,2,...

and
L, MyJull gr-100) < Ch(X) lull mr(2)-

Proof. On smooth functions u € C* (£2),

d d d
L (xu) = xLu—2 Z A;;Oix - Oju + (Z AiOix — Z Aijaian) U

ij=1 i=1 ij=1

and therefore

(L, M,] :—QZAUaX dju+ (ZAax— ZAwaajx)

i,7=1 i=1 i,j=1
=: Vu.
Similarly,
d d
Lt (xu) = — Z 0;0; [xAiju] — Z@i(xAiu) + Aoxu
ij=1 i=1
d
= XLTU -2 Z 81‘)( . 8]' [AZ]’UJ}
i,j=1
d d
— Z Al(’)lx U — Z Aijaiajx u. (501)
i ij=1

Noting that

d d d
VT’U. =2 Z aj [é)zx . AZ]’U.] + (Z Aﬁlx — Z Aijaiajx) U
i=1

i,j=1 ,j=1

3,j=1 j=1

—228x ; [Aiju] + (ZAanLZA”aan

Eq. (50.1) may be written as
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(LY, M, ] = -V
Now suppose k = 0, then in this case for ¢ € D (£2),
(L, MyJu, )| = |(u, [My, LT)g)| = | (u, VT6)|
< HUHL2(Q)HVT¢”L2(Q) < Ollull2(2) |19l g (2)-

This implies ||[L, My|ullg-1(2) < Cllullz> and in particular [L, M,]u €

H=Y($2). For k > 0, [L,MyJu = Vu with V as above and therefore by
Proposition48.6, there exists C' < oo such that [[Vul|gr-1(0) < Cllullgr(g) -
|

Definition 50.8. The operator L is uniformly elliptic on {2 if there exists
€ > 0 such that (A;j(z)) > el for all x € 2, i.e. Ajj(x)&E > el€)? for all
x €2 and £ € R

Suppose now that L is uniformly elliptic. Let us outline the results to be
proved below.

50.1 Outline of future results

1. We consider L with Dirichlet boundary conditions meaning we will view
L as a mapping from H(2) — H () = [H&(Q)]* . Proposition 51.13
below states there exists C = C(L) < oo such that (L + C) : H} () —
H~1(£) is an isomorphism of Hilbert spaces. The proof uses the Dirichlet
form

E(u,v) := (Lu,v) for u,v € H(12).

Notice for v € D(£2) and u € H}(£2),
£(u,v) = (Lu,v) = {u, Lv)
= / u (—Biaj (Aij’l)) — 82 (Aﬂ)) + A()’U) dm
Q

0]
= / [A”(’)lu . 8jv + (AZ + GJA”) azu -U+ A()’LH}} dm.
0]

Since the last expression is continuous for (u,v) € Hg(2) x H}(£2), we
have shown

5(@&, ’U) = /Q [Aljalu . 8J—v + (Al + BJA”) Bzu cv+ A()’IM)] dm

for all u,v € H}(92).
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2. To implement other boundary conditions, we will need to consider L acting
on subspaces of H2(£2) which are determined by the boundary conditions.
Rather than describe the general case here, let us consider an example
where L = —A and the boundary condition is g—z = pu on 0f2 where

Onu = Vu-n, n is the outward normal on 0f2 and p : 92 — R is a smooth
function. In this case, let

D::{u€H2(Q):g—Z=puon8[Z}.

We will eventually see that D is a dense subspace of H({2). For u € D
and v € H! (22),

(—Au,v) = / Vu - Vv dm —/ vOpu do
Q a0
= / Vu - Vo dm — / puv do =: E(u,v). (50.2)
2 a0

The latter expression extends by continuity to all u € H(£2). Given &
as in Eq. (50.2) let —Ag : H' (2) — [Hl(ﬂ)]* be defined by —Agu :=
E(u,-) so that —Agu is an extension of —Aw as a linear functional on
HL(£2) to one on H(£2) D H}(£2). It will be shown below that there exists
C < oo such that (—=Ag +C) : HY(2) — [HI(Q)]* is an isomorphism of
Hilbert spaces.

3. The Dirichlet form £ in Eq. (50.2) may be rewritten in a way as to avoid
the surface integral term. To do this, extend the normal vector field n
along 92 to a smooth vector field on 2. Then by integration by parts,

/ puv do :/ n?puv do :/ 0 [n;puv] dm
an an Q
= {/ V- (pn) wo+ pn;0;u - v+ pnyu - v | dm.
Q

In this way we see that the Dirichlet form £ in Eq. (50.2) may be written
as

E(u,v) = / [Vu - Vo + aj00;u - v + agiud;v + agouv] dm (50.3)
Q

with agp = V - (pn), a;o = pn; = ag;. This should motivate the next
section where we consider generalizations of the form £ in Eq. (50.3).



51

Dirichlet Forms

In this section {2 will be an open subset of R%.

51.1 Basics

Notation 51.1 (Dirichlet Forms) For «, 3 € Nd with |a|,|8] < 1, suppose

a,p € BC™ (2) and p € BC™ (2) with p > 0, let
E(u,v) = Z aap0°u - 0%v du (51.1)
el |81<1 5

where dp := pdm. We will also write (u,v) := [, uv dp and L? for L*(£2, ).
In the sequel we will often write a; g for ae, g, aa,j for aa.e; and a;; for ae; ;-

Proposition 51.2. Let £ be as in Notation 51.1 then

1€ (u,v)| < Clu|| g ||v]| g1 for all u,v € H!
where C' is a constant depending on d and upper bounds for {”aaﬁHBC(Q) el 18] < 1} .

Proof. To simplify notation in the proof, let ||| denote the L2?(£2,u) —
norm. Then

1E(u,v)| < C Y _{l10sull 19501 + 0]l oll + llull [1Bsv]| + [[ull o]}
ij
< Cllullgr - (vl z-
|
Notation 51.3 Given £ as in Notation 51.1, let L¢ and Ei: be the bounded
linear operators from H'(§2) to [HI(Q)]* defined by

Leu:=E (u,-) and El«u =& (,u).
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It follows directly from the definitions that (Leu,v) = (u, Ltv) for all
u,v € H'($2). The Einstein summation convention will be used below when
convenient.

Proposition 51.4. Suppose 12 is a precompact open subset of R* such that 2
is @ manifold with C* — boundary, Then for all u € H*(£2) and v € H* (1),

(Leu,v) = E(u,v) = (Lu,v) + / Bu v pdo (51.2)
on

and for alluw € HY(2) and v € H?(02),

(u, Elv) = E(u,v) = (u, LTv) + /u - BT pdo, (51.3)
o0
where
B :njal-jai +nja0j :n~aV+n~a0,., (514)
BT =N, [aij@j —|—ai0] :an~V+n~a.7o, (515)
Lu=p"" > ()07 [paap0°u] (51.6)
la,181<1
and
Liv:=p! Z (=)l [paasd”v] (51.7)
lal,|81<1

We may also write L, L as
L = —a;;0;0; + (aio — aoj — p~'9; [pai;]) 8 + (aco — p~'j [pacy]) , (51.8)
L]L = —aijé)ié)j + (aoj —ajo — pilai [pal-j]) é)j + (CLU() — pilai [paio]) . (519)

Proof. Suppose u € H?(§2) and v € H* (£2) , then by integration by parts,

d
Ew,v)= Y /(_1)Iﬂ|p—1aﬂ [paasd®u] - v dp+ > Z/nj [a0,;0%U] - v pdo

lel,1BI<1 0 la|<1ji=150
= (Lu,v) + /Bu v pdo,
a1

where
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d
Lu=p"" > (-1)"0% [pass0ul = —p~" 3" > 05 (paa;0%u) + Y aa0d*u

laf,18]<1 la]<1j=1 la<1

d d d
=—p ! Z 9; (paijOiu) — p~ ' Z 9j (paoju) + Z ainOiu + agou

ij=1 j=1 i=1
d d
= — E a;;0;0;u — E i [paij]) E ao;0ju
3,j=1 j=1
d d
—p ! E i [pao;]) u + g a;n0;u + ago
j=1 =1

and 4
Bu = Z an (Ga;0%u) Z n;a;;0;u + Zn]aoj
lal<1 j=1 ig=1

Similarly for u € H'(£2) and v € H%({2),

Z / 1)l p=10% [ pansd’v] dM‘*‘Z Z /u n; [a;g0°v] pdo

lal,|BI<1 5 i=1|B|<1 )

= (u,LTv) + /u - Bfv pdo,
o

where Bv = n; [a;;0; + aio] and

Liv=—p1o, (pa;j0;v) + ag;05v — p~10; (paiov) + agov
= —(Lijaiaj’l) — pfl (81 [paij]) ij
=+ aojaj’l} — az-o@iv — pil (81 [paio}) v+ aggV
= [—aijaiaj + (aoj —ajo — p_lai [paij]) c’)j + agp — p_lai [paio}] v
[
Proposition 51.4 shows that to the Dirichlet form £ there is an associated
second order elliptic operator L along with boundary conditions B as in Egs.
(51.6) and (51.4). The next proposition shows how to reverse this procedure

and associate a Dirichlet form & to a second order elliptic operator L with
boundary conditions.

Proposition 51.5 (Following Folland p. 240.). Let A;, App € BC* (12)
and A;; = Aj; € BC* (2) with (A;j) >0 and p > 0 and let

= —A;;0;0; + Ai0; + Ao (51.10)

and (u,v) == [, uvpdm. Also suppose o : 92 — R and V : 82 — R? are
smooth functions such that V(z) - n(z) > 0 for all x € 02 and let Byu :=
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V -Vu+au. Then there exists a Dirichlet form £ as in Notation 51.1 and 3 €
C> (012 — (0,00)) such that Eq. (51.2) holds with Bu = $Bou. In particular
if u € H?(R2), then Bu =0 iff Bou = 0 on 0£2.

Proof. Since mixed partial derivatives commute on H?({2), the term
a;;0;0; in Eq. (51.8) may be written as
1
3 (aij + aji) 0;0;.

With this in mind we must find coefficients {aqa s : |a|,|5] < 1} as in Notation
51.1, such that

Au=%mm+%0, (51.11)
A; = (aio — agj — p_laj [paij]) , (51.12)
Aoy = ago — p~'0; [pao,] (51.13)
a™n = BV and (51.14)
niag; = Pa. (51.15)

Eq. (51.11) will be satisfied if
aij = Aij + cij

where ¢;; = —c;j; are any functions in BC*({2). Dotting Eq. (51.14) with n
shows that
“n-n n-an n-An

a
b= Vin  Ven  Ven (51.16)

and Eq. (51.14) may now be written as

A
z :V:mz (51.17)

w = An —

which means we have to choose ¢ = (¢;;) so that Eq. (51.17) holds. This is
easily done, since w-n = 0 by construction we may define ¢£ := w(n-§) —n(w-§)
for ¢ € R% Then c is skew symmetric and cn = w as desired. Since ¢;; are
smooth functions on 042, a partition of unity argument shows that ¢;; = —c;;
may be extended to element of C°°({2). (These extensions are highly non-
unique but it does not matter.) With these choices, Eq. (51.11) and Eq. (51.14)
now hold with 8 as in Eq. (51.16). We now choose ag; € C°°(£2) such that
ap; = Ban; on 9f2. Once these choices are made, it should be clear that Eqgs.
(51.13) and (51.14) may be solved uniquely for the functions ag; and agy. ®

51.2 Weak Solutions for Elliptic Operators

For the rest of this subsection we will assume p = 1. This can be done here
by absorbing p into the coefficient aqg.
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Definition 51.6. The Dirichlet for € is uniformly elliptic on {2 if there
exists € > 0 such that (a;j(x)) > el for all x € 2, ie. a;;(x)&E > € 1% for
all z € 2 and € € R%.

Assumption 4 For the remainder of this chapter, it will be assumed that €
is uniformly elliptic on (2.

Lemma 51.7. If €2 < Af + B then €2 < A2 4+ 2B.

Proof. ¢2 < $A% + 1¢2 + B. Therefore 162 < 1A%+ B or ¢* < A? + 2B.
|

Theorem 51.8. Keeping the notation and assumptions of Proposition 51.2
along with Assumption 4, then

€
E(u,u) + CSHUHLQ(Q) > EHU”Hl(Q), (51.18)

whereC’ezngCJr%.

Proof. To simplify notation in the proof, let ||-|| denote the L?(§2) — norm.
Since

/ai]ﬁiu -0ju dm > e/ |Vul|?dz = €||Vul2,
I7; Q
E(u,u) > €| VulZo — C(IVul flull + ul®)
and so
vl < vl + (e + Slul?).
The1|r‘ef0r|e‘3 by Lemma 51.7 with A = E|u|, B = (1&(u,u) + <|u?) and
§=[[Vul,

C? 2 C
vl < Sl + () + S ju)
2 20\, .,
= zé’(u,u) + <6—2 + T) Hu|| .

Hence

€ 202
Sl < £+ (254 Jul?

which, after adding § l|u|* to both sides of this equation, gives Eq. (51.18). m
The following theorem is an immediate consequence of Theorem 51.8 and
the Lax-Milgram Theorem 53.9.

Corollary 51.9. The quadratic form
Qu,v) := E(u,v) + Ce(u, v)

satisfies the assumptions of the Lax Milgram Theorem 53.9 on H'(£2) or any
closed subspace X of H'(£2).
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Theorem 51.10 (Weak Solutions). Let £ be as in Notation 51.1 and C.
be as in Theorem 51.8,

Q(u,v) := E(u,v) + Ce(u,v) for u,v € H (1)

and X be a closed subspace of H*(2). Then the maps L : X — X* and
LF: X — X* defined by

Lv:=Qv,:) =(Lg+C)v and
LTy :=Q(-,v) = (L'I: + C’) v

are linear isomorphisms of Hilbert spaces satisfying

2
||£_ < Z and H(ﬁT)_lHL(X*,X) <

1 2
L(X*,X) = ¢ €

In particular for f € X*, there exist a unique solution u € X to Lu = f and
this solution satisfies the estimate

2
iy < 20l
Remark 51.11. 1f X D H}(£2) and u € X then for ¢ € C° () C X,

(Lu, ¢) = Q(u, ¢) = (u, (L' + C) ¢) = (L + C)u, ).

That is to say Lu|ce (o) = (L + C)u. In particular any solution u € X to
Lu = f € X* solves

(L+C)u= flee) €D (2).

Remark 51.12. Suppose that I" C 942 is a measurable set such that o (I") > 0
and Xp :={u e H' () : 1rulpe = 0} . If u € H? (£2) solves Lu = f for some
f € L?(2) C X*, then by Proposition 51.4,

(f,u) == (Lu,v) = E(u,v) + C(u,v) = (L + C)u,v) + /Bu v do (51.19)
o0
for all v € Xy C HY(2). Taking v € D(2) C Xr in Eq. (51.19) shows
(L+C)u= f ae. and

/Bu-vdazOforallveXp.

o2
Therefore we may conclude, u solves
(L+C)u = f ae. with
Bu(x) =0 for 0 —a.e. x € 902\ I' and

u(z) =0 for o —a.e. x € I
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The following proposition records the important special case of Theorem
51.10 when X = H}(£2) and hence X* = H~!(£2). The point to note here is
that Lu = (L + C)u when X = H(£2), i.e. Lu equals [(L + C)u] extended
by continuity to a linear functional on X* = [H&(Q} -

Proposition 51.13. Assume L is elliptic as above. Then there exist C' > 0

sufficiently large such that (L + C) : H}(2) — H-1(Q) is bijective with
bounded inverse. Moreover

-1
[(L+C) HL(H&(Q)’H*I(Q)) < 2/e
or equivalently
2
lull g2y < ZIL A+ Culla-1(a) for all u € Hy(92).
Our next goal, see Theorem 52.15, is to prove the elliptic regularity result,

namely if X = H}(2) or X = H'(2) and u € X satisfies Lu € H*({2), then
uwe H ()N X.






52

Elliptic Regularity

Assume that {2 is a compact manifold with C? — boundary and satisfying
2° = 2 and let £ be the Dirichlet form defined in Notation 51.1 and L
be as in Eq. (51.6) or Eq. (51.8). We will assume & or equivalently that L
is uniformly elliptic on (2. This section is devoted to proving the following
elliptic regularity theorem.

Theorem 52.1 (Elliptic Regularity Theorem). Suppose X = HE(£2) or
HY(02) and & is as above. If u € X such that Leu € H*(02) for some k €
No U {1}, then u € H**2(Q2) and

[ullzz5+2(82) < C([Leull () + lullz2(2)- (52.1)

52.1 Interior Regularity

Theorem 52.2 (Elliptic Interior Regularity). To each x € C°(2) there
exist a constant C = C(x) such that
Ixull @) < C{Il Lulla-1(@) + lull2(2)} for all w € H'(2). (52.2)
In particular, if W is a precompact open subset of {2, then
lullir vy < CUILulla-s o) + il e} (523)

Proof. For u € HY(£2), xyu € H} () and hence by Proposition 51.13,
Proposition 50.6 and Lemma 50.7,

2
Ixullg (o) < ZH(L +Ce) (xu) |la-1(0)

2
= EHX(L + Co)u+ [L, Myu| g1

2
< EC(X) {I(L+ Coullg-r(0) + ull 22}

2
< EC(X) {II1Lull -1 (@) + Cellull -1 (@) + llull L2(2) }
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from which Eq. (52.2) follows. To prove Eq. (52.3), choose x € C2°(£2,[0,1])
such that x = 1 on a neighborhood of W in which case

Nl owy = lIxullarowy < lIixullgre) < C{ILullg-1(2) + llullr2(2)}-

|

Exercise 52.3. Let v € R? with |v| = 1, u € L? (£2) and W be an open set
such that W CC 2. For all h # 0 sufficiently show

Hal}}luHH—l(W) < ”uHL?(Q) .
Notice that 0'u € L2(W) c H=Y(W).

Solution 52.4 (52.3). Let W7 be a precompact open subset of {2 such that
W Cc Wy C Wy C £2. Then for ¢ € D (W) and h close to zero,

|<81I;Lua ¢>| = |<u58;h¢>| S Hu”L?(Wl) ||a;h(;§HL2(W1)
< [ull 2y 190l 2y (Theorem 45.13)

< ullpzio) 19l m (o) -

Hence

HaﬁuHHfl(W) = bup{“aﬁua@‘ : ¢ € D(W) with ||¢HH1(Q) = 1}
< lullp2(q) -

Theorem 52.5 (Interior Regularity). Suppose L is 2'? order uniformly
elliptic operator on 2 and v € H'(£2) satisfies Lu € HF(2)' for some k =
-1,0,1,2,..., then u € Hl]f;Q(Q) Moreover, if W CC {2 then there exists
C = Ci(W) < oo such that

Nl ez oy < O Lullgro) + lull2(2)- (52.4)

Proof. The proof is by induction on k£ with Theorem 52.2 being the case
k = —1. Suppose that the interior regularity theorem holds for —1 < k < k.
We will now complete the induction proof by showing it holds for k = kg + 1.

So suppose that u € H*(§2) such that Lu € H*T1(2) and W = W, C 2
is fixed. Choose open sets W;, Wy and W3 such that Wy, ¢ W; ¢ W; C
Wy C Wo C Wy € W3 C £2 as in Figure 52.1. The idea now is to apply the
induction hypothesis to the function 8”u where v € R? and 9" is the finite
difference operator in Definition 29.14. For the remainder of the proof h # 0
will be assumed to be sufficiently small so that the following computations
make sense. To simplify notation let D" = 9.

Y A priori, Lu € H™1(2) C D' (12)).
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Fig. 52.1. The sets W; for i = 0,1, 2.

For h small, D"u € H*(W3) and D"Lu € H**+1(W3) and by Exercise
52.3 for kg = —1 and Theorem 48.13 for kg > 0,

D" Lull grro (wy) < 1Ll greo+1 (wy)- (52.5)
We now compute LD"u as
LD"y = D"Lu + [L, D"|u, (52.6)
where
[L,D"u = LD"u — D"Lu
= P(z,0)D"u(zx) — D"P(x,d)u(x)

_ P(2,0) (u(x + hi;L) - u(x))
P(z + hv, Q)u(x + hv) — P(z, 0)u(x)
h
P(x,0) — P(x + hv, D)

= . u(z + hw) = L' ru(x),

hu(z) = u(x + ho)

and

Lhu — Z Aa($) ‘/2(1(1: + he) 8%u.
lof<2
The meaning of Eq. (52.6) and the above computations require a bit more
explanation in the case kg = —1 in which case Lu € L*(§2). What is being
claimed is that
LD"u = D"Lu + L't

as elements of H~1(W3). By definition this means that
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—(u, D7"L1¢) = (LD"u, ¢) = (D" Lu + L"7u, ¢)
= —(u, L'D"¢) + (rlu, (L)' ).

So the real identity which needs to be proved here is that [D’h,LT] ¢ =

—rh (Lh)T ¢ for all ¢ € D(Ws3). This can be done as above or it can be in-
ferred (making use of the properties L' is the formal adjoint of L and —D~" is
the formal adjoint of D”) from the computations already done in the previous
paragraph with u being a smooth function.

Since L" is a second order differential operator with coefficients which
have bounded derivatives to all orders with bounds independent of h small,
[L, D"u = L"rhu € H* (W7) and there is a constant C' < oo such that

H[Lth]UHHko(Wl) = HLthfbu”H’fo(Wl)

< C||7'5Lu||Hko+2(W2) < Cllull grro+2(ws)- (52.7)
Combining Eqgs. (52.5 — 52.7) implies that LD"u € H*o(W5) and
ILD"ul| g0 (wyy S I1Eull zvor () + lull rxo2 ) -
Therefore by the induction hypothesis, D"u € H*+2(W,) and
(| D" | < || LD | gw + || D"ul| 2
HF0+2 (W) ~ H*o (Wy) L2 (W)

S Ll mro+2wry)y + 1wl mro+2wryy + 1l g sy
S Ll o1 wryy + lull mro+2 wy)
S 1wl gro+1 ¢y + 1 Lull rro (@) + [|ull 2oy (by induction)

S I Lull gro+i(y + lull p2o) -
So by Theorem 48.13, 0,u € H*+2(W;) for all v = ¢; with i = 1,2,...,d and
[0sull prro+2qury = 105wl grros2 gy S 1Ll mrnor (@) + llull L2 -
Thus u € H*+3(W,) and Eq. (52.4) holds. m

Corollary 52.6. Suppose L is as above and u € H'(£2) such that Lu €
BC®™(2) then u € C=(12).

Proof. Choose 2y CC §2 so Lu € BC™(2). Therefore Lu € H*((q)
for all k = 0,1,2,.... Hence u € H[5F?(2) for all k = 0,1,2,.... Then by

Sobolev embedding Theorem 49.18, u € C°°(£2y). Since {2y is an arbitrary
precompact open subset of 2, u € C*°(2). ®
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52.2 Boundary Regularity Theorem

Ezample 52.7. Let 2 = D(0,1) and u(z) = (1 + z)log(l + z). Since u(z) is
holomorphic on 2 it is also harmonic, i.e. Au =0 € H¥(§2) for all k. However
we will now show that while v € H!(§2) it is not in H?(£2). Because u is
holomorphic,

ou Ou
Us = 5~ = 1+1log(1l + z) and u, =iy =i+ ilog(l+ 2)
from which it is easily shown v € H(£2). On the other hand,
02 1
Yoo = 92" =142

and

dx dy

2 2
1 1
—— | dx dy = -
/‘H Y /’z
2 02+1
/'12
Z _
z
C

where C is the cone in Figure 52.2. This shows u ¢ H?({2) and the problems
come from the bad behavior of u near —1 € 912.

1
1
da?dy:g/ T—2rdr:oo,
0

,1\ Re

140

\\ e

\ \\

Twm

C

Fig. 52.2. The cone used in showing v not in H?(£2).

This example shows that in order to get an elliptic regularity result which
is valid all the way up to the boundary, it is necessary to impose some sort of
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boundary conditions on the solution which will rule out the bad behavior of
the example. Since the Dirichlet form contains boundary information, we will
do this by working with £ rather than the operator L on D’ ({2) associated to
€. Having to work with the quadratic form makes life a bit more difficult.

Notations 52.8 Let

1. Ny ={zeH": |z| <r}.
2. X = H}(N,) or X be the closed subspace H'(N,.) given by

X ={ue H'(N,) : ulpgnny, =0} . (52.8)

3. Fors<rlet X;={ue X :u=0onH"\N, for some p < s}.
NT
Np

/.

Fig. 52.3. Nested half balls.

Remark 52.9. 1.1f ¢ € C°(H") and vanishes on H™ \ N, for some p < r
then ¢u € X, for all u € X.
2. If u € X, then 05'u € X, for all o such that oy = 0 and || sufficiently

small.

Lemma 52.10 (Commutator). If v € C°(N,) then for v € N&=1 x {0}
there exists C (1) < oo such that

11, 31 e,y < Co () D 10 fllzaw,)- (52.9)

a<ly
for all f € L*(N,) with 0*f € L*(N,.) for a < 7.
Proof. The proof will be by induction on |vy|. If v = e; for some i < d,
then

8l (vf) (z) = Y(x 4 hey) f(x —i—hhei) — (z) f(2)

[(@ + hei) — ()] fz + hei) + (@) [f (@ + he;) — f(2)]
h
= 03¢ (x) f(z + hei) + ¥(2) 0, f(x)
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which gives ‘ ‘ ‘
(05, ¥1f = (Oh¥) 73S (52.10)
This then implies that

I, 04 fll2 v,y < COONFllL2(n,)-

Now suppose |y| > 1 with v = e;+' so that 9) = 8218}; with|y'| = |y|-1.
Then . , A
[, 03] = [, 0, 10, + 9, [¥, 03]

and therefore by the induction hypothesis and Theorems 48.13 and 48.15,

1, 321 f 122 < Cor (@) Y 100k fll2 + 107 [w0, 041 f 1 2

a<y’
< Co(w) 3 1074 fllge + 107 (@i f] e (52.11)
a<y’
But "
v (5t if] 0 i 561 i 5982
o @ris] = 3 g @it
and hence ) ' .
107" [(Oh)Th f] I < C Y 10°Fll L2 (52.12)
By’

Combining Eqs. (52.11) and (52.12) gives the desired result,

1w, 1 fllze < Cy(w) D 110° fl| e

a<y

Lemma 52.11 (Warmup for Proposition 52.12). Let a,3 € BC™ (Hd)
with (a;j) > €d;; for some € >0,

(Lu,v) = E(u,v) = Z a0p0%u - 8%v d, (52.13)
Hd laf,1B81<1

X = H}(HY) or H'(H?). There exists C < oo such that if u € X such that
Lu=: f € L*(H?), then u € H* (RY) and

[ull 2y < C(f |22 gaey + [Jullx-)- (52.14)

Proof. If Lu = f € X* then (L + C)u = f + Cu, so by the Lax-Milgram
method,

lullx S+ Cullxe <[fllx-+Cllullx- S I1Lullx- + lJullx- -
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We wish to prove d;u € H'(H?) for all i < d and
105wl ey S 1 Lull2qmay + llullx--

To do this consider

(LM, v) = Z a0t 0%u - OPv dx
Hd laf,|B]<1
= > {0!(aap0™u) + [aap, 0] 0°u} - 9% da
Hd laf,|BI<1
= —(Lu, d; "v) — Z (9} ap)Ti 0% - OPv dx
Ha “Xl#‘ﬁ‘gl

—(Lu, ;") — Saia(r,iu, v=—(f,0;7 ") - Eaia(T,iu,v)

(azhfv U) - 5a;a(7;€u’ 'U)

wherein we have made use of Eq. (52.10) in the third equality. From this it
follows that ‘
L= 0] Lu— Ey o(Thu,-) € X*

and
|£0tull . < [0 Lull . + |Eopalrin )| . S Iully + lull ¢
S lLull e + I ullx. +llullx- S £ull 2 + lullx- -
Therefore,

107 ul| S [1€0Mu| o + 1|07l o S ILull o + ull - + lull 2

~

S Lull e + flull x- -
Since h is small but arbitrary we conclude that 0;u € X and
l0sullx < I€ull 2 + llul - for all i < d.

Finally if i = d, we have that f = Lu =3, Aa0%u + 97u which implies
(writing Ag 4 for Ase,)

Gu=Agy | f— D Aad®u| € L?
a#2eq

because we have shown that 9;0;u € L? if {1, j} # {d}. Moreover we have the
estimate that
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103ul| . S| F = D0 Aadu||  SUflle+ D 10%ulls

a#2eq L2 a#2eq
SIFllze + D107l . S ILull L2y + lullx--
j<d

Thus we have shown that v € X N H2(HY) and

[l 112y < [1Lull 22 @y + flullx--

|
If we try to use the above proof inductively to get higher regularity we run
into a snag. To see this suppose now that f € H'. Then as above

E@;‘u = thﬁu - Eaia(T,Zu, )= 8jhf - Eaia(T,Zu, ).
Let 8f;a =band T}{u = w and consider
E(w,v) = / ba,30%w - DPvdm.
Hd
Since w € H? we may integrate by parts to find

E(w,v) = / (—1)'6| 97 (ba,50%w) - vdm — ba,a0%w - vdo.
He OHd
This shows that & (w,-) is representable by (—1)"6‘ 0P (b, 50%w) € L? plus
the boundary term
v — ba,a0%w - vdo.
OHd

To continue on by this method, we would have to show that the boundary
term is representable by an element of L?. This should be the case since
V|gge € H™Y? (H?) while 9%w € H'/? (H?) with bounds. However we have
not proven such statements so we will proceed by a different but closely related
approach.

Proposition 52.12 (Local Tangential Boundary Regularity). Let a, g €
Cc (Nt) with Qg fz fj 2 26‘€|2,
Q(u,v) = Z Uapd®u - 0%v d, (52.15)
N, lallBI<t
X = HY(Ny) or X be the closed subspace of H* (Ny) defined in Eq. (52.8) of
Notation 52.8. Suppose k € Ng, u € X and f € H*(N;) satisfy,

Q(u,v) = fu dx for allv € X;. (52.16)
N
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Given p < t, there exists C < oo such that for all v € N&' x {0} with
V| <k+1, 07ue H'(N,) and

107 ull v,y < CUS s vy + llullmrov)) (52.17)
Proof. Let p < r < s < t and consider the half nested balls as in Figure

52.4 below. The proof will be by induction on j = |y|. When j = 0 the

Ny

(7570

Fig. 52.4. A collection of nested half balls along with the cutoff function ¢.

s t

assertion is trivial. Assume now there exists j € [1,k + 1] N N such that
Ou € HY(Ny) for all |y| < j with 4 = 0 and

1907 ull v (vyy < CU e v, + lullzrav))-

Fix ¢ € C°(Ny) such that ¢ = 0 on N;\ N, and ¢ = 1 in a neighborhood
of N ,. Suppose v is a multi-index such that |y| = j and 4 = 0. Then 9] (¢u) €
X, for h sufficiently small.

With out loss of generality we may assume v; > 0 and write v = e; + 7/

and 0] = 8,%87;. For v € X,
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Q9] (pu),v / Z 00”0y (pu) - 9Pv = Z aap0) 0% (¢u) - 0
Nt ja),181<1 Nt jal,|p1<1
Z 9) (a050™ (pu)) - 9%v
la,18]<1 7 N
Ey
+ Z / laag, 0)]10%(pu) - O
lal,|B]<1
Z 9) (a0p00°u) - 8%v
la,|81<1 7 N
E>
+ Z aozﬁ ,¢]U) : aﬂv + El
lal,[8]<1 Nt
= Z (—1)‘7‘/ aap0®u - $0°07 v + Ey + By
lal,[BI<1 N
= Z (—1)‘7‘/ aaﬁaau.aﬂ [qﬁajhv] + FE,+ Es
lal,|8]<1 Ne
E3
+ Z \’Y\/ aaﬁaau. [(b’aﬂ] 97
lal,[81<1 Ne

= (-1 Q(u, $07,v) + By + By + Es

= (=) [ ¢fd,v+ By + Ey + Es
Ny
Ey

=FEi + B>+ E3—/ 07 [of] - 0L .
Ny
=F + Es + B3+ E4.

To summarize,
Q) (¢u),v) = Er + Ex + E3 + E,4

where
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Z /Naag,ﬁfyﬁa ou) -0

laf,18]<1
Z aoz,B a 7¢}u) ’ 861}
la],|B]<1 Nt
E;:= Z (—1)M / aapd®u- [, 8% 7,v and
lal,|B]<1 Ne
E4 = — 8}2/ [¢f] . 8£h1).
Ny

To finish the proof we will estimate each of the terms E; for i =1, ...

Using Lemma 52.10,

Baf < ) / |[aas, 0710 (¢u) - 0°0|

lal,18]<1

< |vllzr (v, Z [[aas, 9710%(du) L2 (N
lal,181<1

<ol Y. Y Crlaas)|0°0%(¢w) L2,
lal,18]<1 <

S ol v, Z ||66u||H1(NT)
o<y

S ol (1, + lulls ) (by induction).

For F»,
Bol=| > 8 (aap (0%¢) u) - 9%v
181<1,Jal=1" Nt
<lwlaw,y Y. 107laas(@ @)ulllL2(x,)
[B]1<1,|al=1
<Clolmw,y Y. 10"aas(@*@)ulll 2,
[B|<1,|al|=1
< Cllvll v,y Z 10°ull L2 (v
o<y
< Clvllar(n,) Z 10%ul| 1 (v,
I‘slgj_175n=0

< Cllolla v U Lae v,y + lullzrav,y) (by induction).

For Ej3,
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|Es| < Z

| <1,]B8]=1

/ To T (8%5) oA
Ny

/ 0 [aas0™u- (0°9)] - 0 v
Ny

le|<1,|8]=1

< Y Il olloY [aapd®u- (876)] 22w,

| <1,]B8]=1

<Clollmn,y > > 1107 ull 2w,

la<15<~'

< Clvllar (N, Z 10%ul| 1 (v,

%

< C”U”HI(NS)(”f”Hk(NS) + |lull g1 (xv,)) (by the induction hypothesis).

Finally for Ej,

Bl = ] [ o0 1051 0] < 10Lwlzscn 107 (6w

< vllar v,y 107 (@)ll2(n,)
< ollarwvyy lofllai-v v,y < Cllvllar )

Jllee ()

Putting all of these estimates together proves, whenever |y| = j,

Q0 (du),v)| < Cllvlla (v (Lf e vy + el z(v,)) (52.18)

for all v € X,. In particular we may take v = 9)/(¢u) € X, in the above
inequality to learn

Q (0, (¢u), 0y (¢u)) < CllOy (du)ll (v (Ll me vy + lullmr v,))- (52.19)

But by coercivity of @,

105 (pu) | Fr1. v,y < C | QD) (du), 9] (¢u)) + ||5g(¢u)||%2(1vs)}
SN0 (@)l e vy (N F e v,y + Nl v,
+ 105 (dw) || mrr (N 105, (D) [l L2 (v,

+ ||u 1
Slplm oy (Wl = el ) 2.0

and hence

105 (Pl v vey S Nl ere v,y + llull v,y + 110) (6u) L2 (v, - (52.21)

Now
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<107 (6wl v,y < 1107 (6u)l|arr (v,
<C Z |0%ul| g1 (n,) by the chain rule

a<ly’
< C(”f”Hk(Nt) + ||lull 1 (wv,)) by induction.

This last estimated combined with Eq. (52.21) shows

105 (pw) | v vey S e vy + lull e vy
and therefore 97 (¢u) € H' (N;) and

107 (pu)ll vy S I ey + el v,
This proves the proposition since ¢ =1 on N, so

107wl (wv,) = 107 (Qu)ll a2 v,y < 1107 (D)1 (v
S e + Nl )
|

Theorem 52.13 (Local Boundary Regularly). As in Proposition 52.12,
let aq,p € C (Nt) with a;; & & > 2€l€]?,

Q(u,v) = Z /aa/g@au 0% dx

lad,IBI<15,

and X = HY(N;) or X C HY(Ny) as in Eq. (52.8) . If f € H*(Ny) for some
k>0 and u € X solves QQ

Q(u,v) = (f,v) for allv € X;
then for all p <t, w € H*2(N,) and there exists C < oo such that
ull a2,y < CULF vy + el gy, )-

Proof. The theorem will be proved by showing 07u € L*(N,) for all
Iy| < k+2 and
107 ull L2,y S Iy + lull e ov,)- (52.22)

The proof of Eq. (52.22) will be by induction on j = 74. The case j = 0,1
follows from Proposition 52.12. Suppose j = 74 > 2 and 7 = v — 2¢4 so
97 = 07 9. Now letting

L= Y (-1)fl0%anp00 = Y Aa0°,

laf,18]<1 laf <2
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then Lu = f in the distributional sense. Writing A for A(0,0,...,0,2)

f=Ad2u+ Z An0%u

|| <2,a4<2
so that 1
% = Z(f_ > A0%u)
|| <2,a0<2
and
’ 2 ’ 1 Aa o
Du="0u=0" | =f- > =0u]|. (52.23)
A
|| <2,00<2

Now by the product rule

Z o1 (A—f‘é)o‘u> — Z (M) v —+a) (A_~a> L 90+a),,
A A\ 0 A
|| <2,00<2 |a|<2,04<2,6<y
(52.24)
Since (7 4+ a)qg < j, the induction hypothesis (i.e. Eq. (52.22) is valid for
|7] < j) shows the right member of Eq. (52.24) is in L?(N,) and gives the
estimate

RGO I >IN

[a]<2,a4<2 LQ(Np) la]<2,0q<2,6<y

L2(Np)
S ae vy + lull i, -

Combining this with Eq. (52.23) gives 87u € L*(N,) and

(As g
107 ull L2,y S Hf“H\‘Y"(Nt) + Z o (76 u)

la|<2,00<2 L2(N,)

Nt AR A AR HU’HHI(Nt) N AR HU||H1(N‘)~
(52.25)

The following assumptions an notation will be in force for the remainder
of this chapter.

Assumption 5 Let 2 be a bounded open subset such that 2° = 2 and 2 is
a C°° - manifold with boundary, X be either H}(2) or HY(2) and £ be a
Dirichlet form as in Notation 51.1 which is assumed to be elliptic. Also if W
is an open subset of R¢ let

Xw = {v € X :supp(v) CC W N 2}
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Lemma 52.14. For each p € 02 there exists precompact open neighborhoods
V and W in R? such that V. C W, for each k € N there is a constant Cy, < 00
such that if u € X and f € H*(£2) satisfies

E(u,v) = /fv dz for allv € Xy (52.26)
2

then u € H**2(V N 2) and

lull sz vngy < CULf e @) + [l m(2) (52.27)

Proof. Let W be an open neighborhood of p such that there exists a chart
¥ : W — B(0,r) with inverse ¢ := ¢~ : B(0,r) — W satisfying:

1. The maps 9 and ¢ has bounded derivatives to all orders.
2. (W NN)=B0,r)NH? = N, and ¢ (W Nnbd(£2)) = B(0,r) N bd(H)).

Now let p < r and define V := ¢(B(0, p)), see Figure 52.5.

Fig. 52.5. Flattening out the boundary of (2 in a neighborhood of p.

Suppose that v € X satisfies Eq. (52.26) and v € Xy. Then making the
change of variables z = ¢(y),
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where J(y) = |det ¢/(y)|, f(y) := J(y)[ (6(y)) and 3(y) = v (4(y)). By the
change of variables theorem, ¢*v := v o ¢ is the generic element of X,.(N;)
and f € H*(N,). We also define a quadratic form on X (N,) by

Q(@, ) Z /aagaa (o) - 0% (4 0v))dm
lal,|8]<1

Again by making change of variables (using Theorem 48.16 along with the
change of variables theorem for integrals) this quadratic form may be written
in the standard form,

Z / o, 30%0 - 0°0 dm.
lal,181<1

This new form is still elliptic. To see this let I" denote the matrix (a;;), then

Zaw (o) 9; (Bowy) =TV (ao) -V (doh)

3,j=1
='W Vioy - [¢]" Vioy
which shows

dij =W e - [0 e

and ;
> et = TN 6 7€ 2 e|w]7¢] 2 eslel?
i,j=1

where

= int [l ¢
Then Eq. (52.26) implies

2
:|§:1&$6W}>0.

/ f y)dy for all v € X,

Therefore by local boundary regularity Theorem 52.13, & € H**?(N ») and
there exists C' < oo such that

Nl sz (n,y < COUF ey + 1l ))- (52.28)

Invoking the change of variables Theorem 48.16 again shows u € H*(V) and
the estimate in Eq. (52.28) implies the estimated in Eq. (52.27). m

Theorem 52.15 (Elhptlc Regularity). Let 2 be a bounded open subset
such that 2° = 2 and 2 is a C™ — manifold with boundary, X be either
H(2) or HY(2) and & be a Dirichlet form as in Notation 51.1. If k € N and
u € X such that Leu € HP(82) then w € H*2(2) and

[ullgrvz@) < CUFlax2) + lullx-) < CUfllar @) + el @) (52:29)
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Proof. Cover 012 with {V;}¥, and {Wz}f\il as in the above Lemma 52.14
such that V; —C W;. Also choose a precompact open subset V, contained in
2 such that {V;}fio covers f2. Choose Wy such that Vi ¢ Wy and Wy C (2.
If Leu=: f € H¥ (£2), then by Lemma 52.14 for i > 1 and Theorem 52.5 for
i =0, u € H*2(V;) and there exist C; < co such that

Null zrrve(vingy < Ci(llfll s ow;ney + Ul 2 (wine))- (52.30)
Summing Eq. (52.30) on i implies u € H**2(2) and
[l v 2y < CUf ey + llullx)- (52.31)
Finally

lullk < C(Ew,u) + JullF-1 (@)
= C((f,w)r2(o) + lullf-1 (@)
< C(Iflz2 @ lull 2@ + lullz-1 (o))

1 0
< C(55 1112200 + 5 llullk + llullfr-1 (o)
26 2
for any § > 0. Choosing § so that C§ = 1, we find
Lo 1 2 2
5”“”){ < C(%Hf”m(n) + ullz-1(0))

which implies with a new constant C' that

lullx < C([Ifllz2c2) + lullr-1(2)) - (52.32)

Combining Eqs. (52.31) and (52.32) implies Eq. (52.29). m



53

Unbounded operators and quadratic forms

53.1 Unbounded operator basics

Definition 53.1. If X and Y are Banach spaces and D is a subspace of X,
then a linear transformation T from D intoY is called a linear transformation
(or operator) from X toY with domain D. We will sometimes wr If D is dense
i X, T is said to be densely defined.

Notation 53.2 If S and T are operators from X to Y with domains D(S)
and D(T) and if D(S) C D(T) and Sz = Tz for x € D(S), then we say T is
an extension of S and write S C T.

We note that X x Y is a Banach space in the norm

Iz, 9l = VIl + llyll>.

If H and K are Hilbert spaces, then H x K and K x H become Hilbert spaces
by defining

(<x7 y>a <$/a y/>)H><K = (ZU, m/)H + (y7 yl)K
and

(s ), (Y 2" ) kexwr = (2,2 i + (4,9 k-

Definition 53.3. IfT is an operator from X toY with domain D, the graphof
T is
I'(T):={(z,Dz) :2 € D(T)} C H x K.
Note that I'(T') is a subspace of X X Y.
Definition 53.4. An operator T : X — Y is closedif I'(T) is closed in X xY.

Remark 53.5. It is easy to see that T is closed iff for all sequences z,, € D
such that there exists € X and y € Y such that z,, - z and Tz, — y
implies that x € D and Tz = y.
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Let H be a Hilbert space with inner product (-, -) and norm [|v]| := +/ (v, v).
As usual we will write H* for the continuous dual of H and H* for the
continuous conjugate linear functionals on H. Our convention will be that
(-,v) € H* is linear while (v,-) € H* is conjugate linear for all v € H.

Lemma 53.6. Suppose that T : H — K is a densely defined operator between
two Hilbert spaces H and K. Then

1. T* is always a closed but not necessarily densely defined operator.
2. If T is closable, then T* = T*.

3. T is closable iff T* : K — H is densely defined.

4. If T is closable then T = T**.

Proof. Suppose {v,} C D(T) is a sequence such that v, — 0 in H and
Tv, — k in K as n — oo. Then for [ € D(T*), by passing to the limit in
the equality, (Tvn, 1) = (v,, T*1) we learn (k,1) = (0,7*]) = 0. Hence if T™* is
densely defined, this implies £ = 0 and hence T is closable. This proves one
direction in item 3. To prove the other direction and the remaining items of
the Lemma it will be useful to express the graph of T in terms of the graph
of T. We do this now.

Recall that k € D(T*) and T*k = h iff (k,Tz)x = (h,x)g for all z €
D(T). This last condition may be written as (k,y)x — (h,z)y = 0 for all
(x,y) € I'(T).

Let V : Hx K — K x H be the unitary map defined by V{z,y) = (—y, ).
With this notation, we have (k,h) € I'(T*) iff (k,h) L VI'(T), i.e.

[(T7) = (VI(T)* = V(I(T)5), (53.1)
where the last equality is a consequence of V' being unitary. As a consequence
of Eq. (53.1), I'(T*) is always closed and hence T* is always a closed operator,
and this proves item 1. Moreover if T' is closable, then

[(T*) = VI(T)* = VI(T) = VI(D)* = [(T%)

which proves item 2.
Now suppose T is closable and k L D(T™*). Then

(k,0) € I(T*)* =vI(T)* =V I(T) = VI(T),

where T denotes the closure of T. This implies that (0,k) € I'(T). But T
is a well defined operator (by the assumption that 7" is closable) and hence
k = TO = 0. Hence we have shown D(T*)* = {0} which implies D(T*) is
dense in K. This completes the proof of item 3.

4. Now assume 7T is closable so that 7™ is densely defined. Using the
obvious analogue of Eq. (53.1) for T* we learn I'(T**) = UI'(T*)* where
Uly,z) = (—z,y) = =V~ Hy, z). Therefore,

[(T™) = UV(I(T)*)* = ~I(T) = I'(T) = I'(T)

and hence T = T**. m
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Lemma 53.7. Suppose that H and K are Hilbert spaces, T : H — K is
a densely defined operator which has a densely defined adjoint T*. Then
Nul(T*) = Ran(T)* and Nul(T) = Ran(T*)* where T denotes the closure
of T.

Proof. Suppose that & € Nul(T*) and h € D(T), then (k,Th)
(T*k,h) = 0. Since h € D(T) is arbitrary, this proves that Nul(7™)
Ran(T)*. Now suppose that & € Ran(T)*. Then 0 = (k,Th) for all h € D(T
This shows that k € D(T*) and that T*k = 0. The assertion Nul(T)
Ran(T*)* follows by replacing T' by T* in the equality, Nul(7*) = Ran(T)".
|

Nl

~—

Fl

Definition 53.8. A quadratic form q on H is a dense subspace D(q) C H
called the domain of q and a sesquilinear form q : D(q) x D(q) — C.
(Sesquilinear means that q(-,v) is linear while q(v,-) is conjugate linear
on D(q) for all v € D(q).) The form q is symmetric if q(v,w) = q(w,v)
for all vyw € D(q), q is positive if q(v) > 0 (here q(v) = q(v,v)) for all
v € D(q), and q is semi-bounded if there exists My € (0,00) such that
q(v,v) > —My||v||* for all v € D(q).

53.2 Lax-Milgram Methods

For the rest of this section ¢ will be a sesquilinear form on H and to simplify
notation we will write X for D(q).

Theorem 53.9 (Lax-Milgram). Let g : X x X — C be a sesquilinear form
and suppose the following added assumptions hold.

1. X is equipped with a Hilbertian inner product (-,-)x.

2. The form q is bounded on X, i.e. there exists a constant C' < oo such
that |q(v,w)| < Cljv|lx - |w|x for all v,w € X.

3. The form q is coercive, i.e. there exists € > 0 such that |q(v,v)| > €|jv|%
for allv e X.

Then the maps £ : X — X* and LT : X — X* defined by Lv := q(v,")
and LTv := q(-,v) are linear and (respectively) conjugate linear isomorphisms
of Hilbert spaces. Moreover

1L~ < et and (£H) M < e
Proof. The operator £ is bounded because

v, W
ol = sup L2 < gy (532)

w0 |lw|lx

Similarly £' is bounded with HETH <C.
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Let B: X — X* denote the linear Riesz isomorphism defined by B(z) =
(z,-)x for z € X. Define R:= 371L£: X — X so that £ = (R, i.e.

Lv=q(v,-) = (Rv,")x for all v € X.

Notice that R is a bounded linear map with operator bound less than C' by
Eq. (53.2). Since

(,CT’U) (w) = q(w,v) = (Rw,v)x = (w, R*v)x for all v,w € X,

we see that LTv = (-, R*v)x, i.e. R* = f~'LT, where 8(z) := (z,-)x = (-, 2)x.
Since 8 and § are linear and conjugate linear isometric isomorphisms, to finish
the proof it suffices to show R is invertible and that |[R7!|x < e 1.
Since

(v, R*v)x| = |(Rv,v)x| = la(v,0)| > €]|v]%, (53.3)
one easily concludes that Nul(R) = {0} = Nul(R*). By Lemma 53.7,
Ran(R) = Nul(R*)t = {0}* = X and so we have shown R : X — X is
injective and has a dense range. From Eq. (53.3) and the Schwarz inequality,
ellvllx < Rvlx]lv]lx, ie.

|Rv||x > €||lv||x for all v € X. (53.4)

This inequality proves the range of R is closed. Indeed if {v,} is a sequence
in X such that Rv, — w € X as n — oo then Eq. (53.4) implies

€l|lvn — vmllx < ||Rvn — Ruml|x — 0 as m,n — oc.

Thus v := lim, . v, exists in X and hence w = Rv € Ran(R) and so

b's
Ran(R) = Ran(R) = X. So R : X — X is a bijective map and hence
invertible. By replacing v by R™1v in Eq. (53.4) we learn R~! is bounded
with operator norm no larger than ¢~ !. ®

Theorem 53.10. Let g be a bounded coercive sesquilinear form on X as in
Theorem 53.9. Further assume that the inclusion map i : X — H is bounded
and let L and LT be the unbounded linear operators on H defined by:
DL):={ve X :weX —q(v,w) is H - continuous} ,
DL :={we X:veX —qv,w) is H - continuous}

and for v € D(L) and w € D(L") define Lv € H and LTw € H by requiring
Q(Ua ) = (LU7 ) and q(aw) = (7LTw)

Then D(L) and D(L') are dense subspaces of X and hence of H. The oper-
ators L™ : H — D(L) C H and (L)™' : H — D(L") C H are bounded
when viewed as operators from H to H with norms less than or equal to
et ||i|\%(X7H) . Furthermore, L* = L and (L")* = L and in particular both L
and Lt = L* are closed operators.
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Proof. Let a : H — X* be defined by a(v) = (v,-)|x. If (v, ) x is perpen-
dicular to a(H) =4* (H*) C X*, then

0=((v,")x,a(w)— = ((v,")x, (w,))x= = (v,w) for all w € H.

X

Taking w = v in this equation shows v = 0 and hence the orthogonal comple-
ment of a(H) in X* is {0} which implies a(H) = i* (H*) is dense in X*.

Using the notation in Theorem 53.9, we have v € D(L) iff Lv € i* (H*) =
a(H) iffve L7 (a(H)) and for v € D(L), Lv = (Lv,-)|x = a(Lv). This and
a similar computation shows

D(L) = L7 (H*)) = L7 (a(H)) and D(L) == (L") 71(" (H")) = (L1~ (a(H))

and for v € D(L) and w € D(L') we have Lv = (Lv,-)|x = a(Lv) and LTw =
(-, L'w)|x = a(L'w). The following commutative diagrams summarizes the
relationships of L and £ and L' and LT,

X L% x Zxs
i 7 T aand ¢ T T a
D(L) 5 H pH L H

where in each diagram i denotes an inclusion map. Because £ and LT are
invertible, L : D(L) — H and L' : D(LT) — H are invertible as well. Because
both £ and L are isomorphisms of X onto X* and X* respectively and «(H)
is dense in X* and a(H) is dense in X*, the spaces D(L) and D(L') are dense
subspaces of X, and hence also of H.

For the norm bound assertions let v € D(L) C X and use the coercivity
estimate on ¢ to find

.12 .12 2112
ellvlli < ellillz . m 1% < lillpox,m) la@ o) = Vil ox,m) |(Lv, v)a]
12
< il x iy 1ol 0]l -
Hence €||jv]|g < HiHi(X’H) |Lv||g for all v € D(L). By replacing v by L™1v

(for v € H) in this last inequality, we find

il
1L ol < —= o],

) _ 12
ie |[L7 gy <€t el x, oy -

Similarly one shows that [|(LT)~!||ppy < €7} ||i||2L(X7H) as well.
For v € D(L) and w € D(LY),

(Lv,w) = q(v,w) = (v, L'w) (53.5)
which shows LT C L*. Now suppose that w € D(L*), then

q(v,w) = (Lv,w) = (v, L*w) for all v € D(L).
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By continuity if follows that
q(v,w) = (v,L™w) for all v € X

and therefore by the definition of L', w € D(L') and LTw = L*w, i.e. L* C LT.
Since we have shown L' ¢ L* and L* ¢ L', LT = L*. A similar argument
shows that (LT)* = L. Because the adjoints of operators are always closed,

both L = (LT)>k and LT = L* are closed operators. m

Corollary 53.11. If q in Theorem 53.10 is further assumed to be symmetric
then L is self-adjoint, i.e. L* = L.

Proof. This simply follows from Theorem 53.10 upon observing that L =
L when ¢ is symmetric. m

53.3 Close, symmetric, semi-bounded quadratic forms
and self-adjoint operators

Definition 53.12. A symmetric, sesquilinear quadratic form q: X x X — C
is closed if whenever {v,},. | C X is a sequence such that v, — v in H and

q(Vn, — V) = @V — Uy, Uy, — V) — 0 as myn — 00

implies that v € X and lim, o q(v — v,) = 0. The form q is said to be
closable iff for all {v,} C X such that v, — 0 € H and q(v, —vy) — 0 as
m,n — oo implies that q(v,) — 0 as n — 0.

Ezample 53.13. Let H and K be Hilbert spaces and T': H — K be a densely
defined operator. Set ¢(v,w) := (Tv,Tw)k for v,w € X = D(q) := D(T).
Then ¢ is a positive symmetric quadratic form on H which is closed iff T is
closed and is closable iff T' is closable.

For the remainder of this section let ¢ : X x X — C be a symmet-
ric, sesquilinear quadratic form which is semi-bounded and satisfies g(v) >
— Mo ||v||? for all v € X and some My < c.

Notation 53.14 For v,w € X and M > My let (v,w)y = q(v,w) +
M (v,w). Notice that

[v]I3; = a(v) + MlJv[|* = q(v) + Mo|[v]|* + (M — Mo) ||v]|*
> (M — Mo) [[v]1%, (53.6)
from which it follows that (-,-)pr s an inner product on X and i : X — H

is bounded by (M — Mo)fl/2 . Let Hps denote the Hilbert space completion of
(Xa (" )M)
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Formally, Hyy = C/ ~, where C denotes the collection of || - ||a—
Cauchy sequences in X and ~ is the equivalence relation, {v,} ~ {u,} iff
limy, o0 ||Un, — unllar = 0. For v € X, let i(v) be the equivalence class of the
constant sequence with elements v. Notice that if {v,,} and {u,,} are in C, then
limyy, n—oo (Un, Um ) m exists. Indeed, let C be a finite upper bound for ||uy || s
and ||vp||ar. (Why does this bound exist?) Then

|(Vny U )t — (Vs i) vr| = [(Un — Uk, Uin) vt + (Vky Uy — 01) 01|
< C{llvn — vkllar + [Jum — wllar} (53.7)

and this last expression tends to zero as m,n, k,l — oco. Therefore, if v and @
denote the equivalence class of {v,, } and {u, } in C respectively, we may define
(0,2) pr 2= limyy oo (Un, Um ) ar- 1t is easily checked that Hjys with this inner
product is a Hilbert space and that ¢ : X — Hj; is an isometry.

Remark 53.15. The reader should verify that all of the norms, {|| - ||as : M > Mo},
on X are equivalent so that Hj; is independent of M > M.

Lemma 53.16. The inclusion map © : X — H extends by continuity to a
continuous linear map © from Hyy into H. Similarly, the quadratic form q : X X
X — C extends by continuity to a continuous quadratic form ¢ : Hyy X Hyp —
C. Explicitly, if v and @ denote the equivalence class of {v,} and {u,} in C
respectively, then i(0) = H — lim, o0 v, and §(0, %) = limyy, 100 ¢(Vn, wn).

Proof. This routine verification is left to the reader. m
Lemma 53.17. Let q be as above and M > My be given.

1. The quadratic form q is closed iff (X, (-,-)ar) is a Hilbert space.

2. The quadratic form q is closable iff the map @ : Hyy — H is injective. In
this case we identify Hpyr with i(Hy) C H and therefore we may view §
as a quadratic form on H. The form q is called the closure of q and as
the notation suggests is a closed quadratic form on H.

A more explicit description of ¢ is as follows. The domain D(§) consists
of those v € H such that there exists {v,} C X such that v,, — v in H and
q(Up — V) — 0 as myn — oo. If v,w € D(§) and v, — v and w,, — w as
just described, then §(v,w) := limy, o0 q(Vn, wy).

Proof. 1. Suppose ¢ is closed and {v,},., C X is a |||, — Cauchy
sequence. By the inequality in Eq. (53.6), {vn},— is || — Cauchy and
hence v := lim,, .~ v, exists in H. Moreover,

q(Vn —vm) = |lvn — Um”?\/[ - M [jvy, — Um”i] —0

and therefore, because ¢ is closed, v € D(q) = X and lim,, 0 g(v — v,) =0
and hence lim,,_, ||vn, — U”?w = 0. The converse direction is simpler and will
be left to the reader.
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2. The proof that g is closable iff the map 7 : Hyy — H is injective will be
complete once the reader verifies that the following assertions are equivalent.
1) ¢ : Hi — H is injective, 2) 2(v) = 0 implies ¥ = 0, 3) if v, 2 0 and
q(vyp — Um) — 0 as m,n — oo implies that ¢(v,) — 0 as n — oo.

By construction Hys equipped with the inner product (-,)as := ¢(-,-) +
M(-,-) is complete. So by item 1. it follows that § is a closed quadratic form
on H if ¢ is closable. m

Ezample 53.18. Suppose H = L*([-1,1]), D(¢q) = C ([-1,1]) and ¢(f,g) =
£(0)g(0) for all f,g € D(q). The form g is not closable. Indeed, let f,(z) =
(1+2%)~™, then f, — 0 € L? asn — oo and q(f,, — fm) = 0 for all m,n while
q(frn —0) = q(fn) =1 -» 0 as n — oo. This example also shows the operator
T : H — C defined by D(T) = C ([-1,1]) with Tf = f(0) is not closable.

Let us also compute T for this example. By definition A € D(T™*) and
T*)\ = fiff (f,g) = \Tg = A\g(0) for all g € C([~1,1]). In particular this
implies (f,g) = 0 for all g € C (]—1,1]) such that g(0) = 0. However these
functions are dense in H and therefore we conclude that f = 0 and hence
D(T*) = {0}!!

Exercise 53.19. Keeping the notation in Example 53.18, show I'(T") = HxC
which is clearly not the graph of a linear operator S : H — C.

Proposition 53.20. Suppose that A : H — H is a densely defined positive
symmetric operator, i.e. (Av,w) = (v, Aw) for all v,w € D(A) and (v, Av) >
0 for all v € D(A). Define ga(v,w) := (v, Aw) for v,w € D(A). Then ga
s closable and the closure G4 is a non-negative, symmetric closed quadratic
form on H.

Proof. Let (+,-)1 = (,) + qga(+,-) on D(A) x D(A), v, € D(A) such that
H-lim,,_, ., v, =0 and

AV — vm) = (A(vy — V), (U — V) — 0 as m,n — 0.

Then
limsup g4 (v,) < lim an”%: Hm (v, vn)1 = Hm {(Vm, vp)+(vm, Av,)} =0,

where the last equality follows by first letting m — oo and then n — oo.
Notice that the above limits exist because of Eq. (53.7). m

Lemma 53.21. Let A be a positive self-adjoint operator on H and define
ga(v,w) := (v, Aw) for vyw € D(A) = D(qa). Then qa is closable and the
closure of qa is

Ga(v,w) = (\/Zv, \/Zw) forv,w e X :=D(Ga) = ’D(\/Z)



53.3 Close, symmetric, semi-bounded quadratic forms and self-adjoint operators 1085

Proof. Let G(v,w) = (v Av,VAw) for v,w € X = D(v/A). Since VA is
self-adjoint and hence closed, it follows from Example 53.13 that § is closed.
Moreover, § extends g4 because if v, w € D(A), then v,w € D(A) = D((v/A)?)
and G(v,w) = (VAv,VAw) = (v, Aw) = qa(v,w). Thus to show § is the
closure of g4 it suffices to show D(A) is dense in X = D(v/A) when equipped
with the Hilbertian norm, ||wl||? = ||w||? + ¢(w).

Let v € D(VA) and define v, := L{o,m)(A)v. Then using the spectral
theorem along with the dominated convergence theorem one easily shows that
Um € X = D(A), limy, 00 Uy, = v and limy, 00 VAv,, = VAv. But this is
equivalent to showing that lim,, oo ||[v — Um|l1 =0. ®

Theorem 53.22. Suppose q : X x X — C is a symmetric, closed, semi-
bounded (say q(v,v) > —Mjy|v||?) sesquilinear form. Let L : H — H be the
possibly unbounded operator defined by

D(L) :={v e X :q(v,-) is H — continuous}

and for v € D(L) let Lv € H be the unique element such that q(v,-) =
(Lv,-)|x. Then

1. L is a densely defined self-adjoint operator on H and L > —Myl.

2. D(L) is a form core for q, i.e. the closure of D(L) is a dense subspace
in (X,||-|ls)- More explicitly, for all v € X there exists v, € D(L) such
that v, — v in H and q(v —v,) — 0 as n — oo.

3. For and M > My, D(q) = D (VL + MI) .

4. Letting qr,(v,w) = (Lv,w) for all v,w € D(L), we have qr, is closable
and §r, = gq.

Proof. 1. From Lemma 53.17, (X, (-,")x := (-,-)a) is a Hilbert space for
any M > My. Applying Theorem 53.10 and Corollary 53.11 with ¢ being
(+,)x gives a self-adjoint operator Lys : H — H such that

D(Ly) :={ve X: (v, )x is H — continuous}
and for v € D(Lyy),
(Lyv,w)g = (v,w) x = q(v,w) + M(v,w) for all w € X. (53.8)

Since (v,-)x is H — continuous iff ¢(v,-) is H — continuous it follows that
D(Lys) = D(L) and moreover Eq. (53.8) is equivalent to

((Lps = MI)v,w)g = q(v,w) for all w € X.

Hence it follows that L := Ly, — MT and so L is self-adjoint. Since (Lv,v) =
q(v,v) > —Mj ||v||*, we see that L > —M,lI.

2. The density of D(L) = D(Lys) in (X, (+,-)ar) is a direct consequence of
Theorem 53.10.

3. For
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v,w € D(Q) ::D(@):D(W):D( L+MOI>

let Q(v,w) := (\/mv, \/Ww) . For v,w € D(L) we have
Qv,w) = (Lyv,w) = (Lv,w) + M (v,w) = q(v,w) + M (v,w) = (v,w),, .

By Lemma 53.21, @Q is a closed, non-negative symmetric form on H and
D(L) = D(Ly) is dense in (D(Q),Q). Hence if v € D(Q) there exists
vp, € D(L) such that Q(v — v,) — 0 and this implies (v, — v,) — 0 as
m,n — o0. Since ¢ is closed, this implies v € D(q) and furthermore that
Q(v,w) = (v,w),, for all v,w € D(Q).

Conversely, by item 2., if v € X = D(q), there exists v,, € D(L) such that
|lv —vmlly, — 0. From this it follows that Q (vy, —v,) — 0 as m,n — oo
and therefore since @ is closed, v € D(Q) and again Q(v,w) = (v,w),, for all
v,w € D(q). This proves item 3. and also shows that

q(v,w) = (\/L—l—MIv, \/L+MIw) — M(v,w) for all v,w € X

where X :=D (\/L_) .

4. Since qr, C ¢, qr, is closable and the closure of qr, is still contained in gq.
Since qr, = @ — L (+,-) on D(L) and the closure of Q|p(ry = (+,-),;, it is easy
to conclude that the closure of gz, is ¢ as well. ®

Notation 53.23 Let P denote the collection of positive self-adjoint operators
on H and Q denote the collection of positive and closed symmetric forms on
H.

Theorem 53.24. The map A € P — §a € Q is bijective, where Ga(v,w) :=
(VAv, VAw) with D(Ga) = D(VA) is the closure of the quadratic form
ga(v,w) = (Av,w) for v,w € D(q) := D(A). The inverse map is given
by g e Q — A, € P where A, is uniquely determined by

D(A,) ={veD(q) :qv,-) is H - continuous} and
(Aqv,w) = q(v,w) for v e D(Aq) and w € D(q).

Proof. From Lemma 53.21, §4 € Q and {4 is the closure of ¢4. From
Theorem 53.22 A, € P and

q(,) = (\/A_q,\/A_q) = qa,.

So to finish the proof it suffices to show A € P — {4 € Q is injective.
However, again by Theorem 53.22, if ¢ € Q and A € P such that ¢ = 44, then
v € D(4,) and Ayv = w iff

(\/ZU, \/Z) = Q(Uv ) = (Aqva )|X
But this implies VAv € D (\/Z) and Agv = VAVAv = Av. But by the
spectral theorem, D (\/Z\/E) = D(A) and so we have proved A, = A. &
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53.4 Construction of positive self-adjoint operators

The main theorem concerning closed symmetric semi-bounded quadratic
forms ¢ is Friederich’s extension theorem.

Corollary 53.25 (The Friederich’s extension). Suppose that A: H — H
is a densely defined positive symmetric operator. Then A has a positive self-

adjoint extension A. Moreover, A is the only self-adjoint extension of A such
that D(A) C D(Ga).

Proof. By Proposition 53.20, ¢ := ¢4 exists in Q. By Theorem 53.24,
there exists a unique positive self-adjoint operator B on H such that ¢ = q.
Since for v € D(A), q(v,w) = (Av,w) for all w € X, it follows from Eq. (??)
and (??) that v € D(B) and Bv = Av. Therefore A := B is a self-adjoint
extension of A.

Suppose that C' is another self-adjoint extension of A such that D(C) C X.
Then §¢ is a closed extension of ¢4. Thus ¢ = §a C o, i.e. D(Ga) C D(jo)
and ¢4 = §o on D(Ga) x D(§a). For v € D(C) and w € D(A), we have that

jo(v,w) = (Cv,w) = (v,Cw) = (v, Aw) = (v, Bw) = q(v,w).
By continuity it follows that
Go(v,w) = (Cv,w) = (v, Bw) = q(v,w)
for all w € D(B). Therefore, v € D(B*) = D(B) and Bv = B*v = Cv. That
is C C B. Taking adjoints of this equation shows that B = B* C C* = C.
Thus C = B. n

Corollary 53.26 (von Neumann). Suppose that D : H — K is a closed
operator, then A = D*D is a positive self-adjoint operator on H.

Proof. The operator D* is densely defined by Lemma 53.6. The quadratic
form ¢(v,w) = (Dv, Dw) for v,w € X := D(D) is closed (Example 53.13)
and positive. Hence by Theorem 53.24 there exists an A € P such that ¢ = §a,
ie.

(Dv, Dw) (\/_v \/_w) for all v,w € X = D(D) = D(VA).  (53.9)
Recalling that v € D (A) C X and Av = g happens iff
(Dv, Dw) = q(v,w) = (g,w) for all w € X

and this happens iff Dv € D(D*) and D*Dv = g. Thus we have shown
D*D = A which is self-adjoint and positive. m
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53.5 Applications to partial differential equations

Let U C R™ be an open set, p € C1(U — (0,00)) and for i,5 = 1,2,...,n let
a;; € C*(U,R). Take H = L*(U, pdzx) and define

a(frg) = /U S ais(2)0:f(2)9;9() pl) de

ij=1
for f,ge X = C2(U).

Proposition 53.27. Suppose that a;; = aj; and that 377 aij(x)&€; > 0
Jor all § € R"™. Then q is a symmetric closable quadratic form on H. Hence
there exists a unique self-adjoint operator A on H such that § = §;. Moreover

A is an extension of the operator
1 n
Af@) =~ Z: 9 (p(w)aij(2)0: f (x))

for f € D(A) = C%(U).

Proof. A simple integration by parts argument shows that ¢(f,g) =
(Af,9)g = (f, Ag)g for all f,g € D(A) = C?(U). Thus by Proposition 53.20,
q is closable. The existence of A is a result of Theorem 53.24. In fact A is the
Friederich’s extension of A as in Corollary 53.25. m

Given the above proposition and the spectral theorem, we now know that
(at least in some weak sense) we may solve the general heat and wave equa-
tions: uy = —Aw for t > 0 and uy = —Au for t € R. Namely, we will take

u(t, ) = e_tAu(O, )

Sln(t\{Z) uy(0,)
VA
respectively. In order to get classical solutions to the equations we would have
to better understand the operator A and in particular its domain and the
domains of the powers of A. This will be one of the topics of the next part of

the course dealing with Sobolev spaces.

and

u(t, ) = cos(t\/Z)u(O, )+

Remark 53.28. By choosing D(A) = CZ(U) we are essentially using Dirichlet
boundary conditions for A and A. If U is a bounded region with C?~boundary,
we could have chosen (for example VERIFY THIS EXAMPLE)

D(A)={f e C*(U)NCYU) : with du/On =0 on OU}.

This would correspond to Neumann boundary conditions. Proposition 53.27
would be valid with this domain as well provided we assume that a; ; and p
are in C1(U).
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For a second application let H = L?(U, pdx; RY) and for j = 1,2,...,n,
let Aj : U — Myxn (the N x N matrices) be a C! function. Set D(D) :=
CHU — RY) and for S € D(D) let DS(z) = D1 | A;(2)0;S(z).

Proposition 53.29 (“Dirac Like Operators”). The operator D on H de-
Jfined above is closable. Hence A := D* D is a self-adjoint operator on H, where
D s the closure of D.

Proof. Again a simple integration by parts argument shows that D(D) C
D(D*) and that for S € D(D),

D*S(x) = @ 3 - 0i(pl@) A ()5 (2).

In particular D* is a densely defined operator and hence D is closable. The
result now follows from Corollary 53.26. m






54

L2 — operators associated to £

Let 2 be a C? — manifold with boundary such that 2 = 22, p € C*(£2) with

p>0on {2, aq.3 € BC™ ((Z) such that (a;j) > €l for some € > 0 and & be
the elliptic Dirichlet form given by

E(u,v) = /Zaagaaua% dp
2
where dju = pdm. Let H = 1*(1) 2 L2(m) and X = H'(®2) or H}(2).
Definition 54.1. Let
D(Leg)={u€ X : Leu:=E(u,-) € L*(p dx)}
D(L:rg) ={ueX: Ezu = E&(,u) € L*(p dx)}

and for w € D(Lg) (u € D(Lz)) define Leu (L;u) to be the unique element
in L?(u) such that

E(u,v) = (Leu,v) 2y = [ Lew-vpdm
2

E(v,u) = (v, Lew) 2y = [v- Liupdm
e}

for allv € X.

Theorem 54.2. If X = H}(2) let B= Bt =0 and if X = H'(02) let B and
BT be given (as in Proposition 51.4) by

Bu:=3Y" aqj0®unj=n-aVu+ (n-ap.)u
Btu:=3Y" a;30°un; =an-Vu+ (n-a.g)u.

Then
D(Lg) = {u e H*(2)N X : Bul,,, = 0}

D(LY) = {ue H* Q)N X : Btu|,, =0}
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and
Leu= %Z((—a)ﬁpaagﬁau) =: Lu

Liu= = 2 (=0)*paasd’u) =: LTu.
Moreover Lg = (L];)* and L = Lj;.

Proof. By replacing &(u,v) by £(u,v) + C(u,v), Le — Lg + C and LE —
LI: +C for a sufficiently large constant C, we may assume that &(u, v) satisfies

ellull3 < E(u,u) for all u € H.
Then by Theorem 53.10, L = L}, (L})* = Lg and
Le : D(Lg) — L*(2) and L} : D(LL) — L2 (02)

are linear isomorphisms. By the elliptic regularity Theorem 52.15, both D(Lg¢)
and D(Lz) are subspaces of H2({2) and moreover there is a constant C' < 0o
such that

Hu||H2(Q) <C HLSUHLZ(Q) : (54.1)
From Proposition 51.4 (integration by parts), for u € H2(2) and v € X,
£(u,v) = ] .
(u,v) = (Lu,v)p2(u) + /Bu 50 Vlon P do (54.2)
o
while, by definition, if u € D(Lg) then
E(u,v) = (Leu,v) 2, for all v e X. (54.3)

Choosing v € Hj(£2) C X, comparing Egs. (54.2) and (54.3) shows that Lu =
Lgu. So for w € D(L¢g), Leu = Lu and moreover we must have Bu o 0 as

well. Therefore
D(Lg) € H*(2) N {u: Bu . 0}.

Conversely if u € H?(£2) with Bu‘m2 =0, &(u,v) = (Lu,v)r2(y, forallv € X

and therefore by definition of Lg¢, u € D(L¢g) and Lgu = Lu. The assertions
involving L:rg are proved in the same way. m

54.1 Compact perturbations of the identity and the
Fredholm Alternative

Definition 54.3. A bounded operator F' : H — B is Fredholm iff the

dim Nul(F) < oo, dim coker(F) < oo and Ran(F) is closed in B. (Recall:
coker(F) := B,/ Ran(F).) The index of F is the integer,

index(F) = dim Nul(F') — dim coker(F") (54.4)

= dim Nul(F') — dim Nul(F™). (54.5)
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Ezxample 54.4. Suppose that H and B are finite dimensional Hilbert spaces
and F': H — B is a linear operator. In this case, the rank nullity theorem
implies
index(F) = dim Nul(F") — dim coker(F')
= dim Nul(F’) — [dim B — dim Ran(F)]
= dim Nul(F') + dim Ran(F) — dim B
=dim H — dim B.

Theorem 54.5. If R : H — H is finite rank, then F' = I + R is Fredholm
and index(F) = 0.

Proof. Let H; = Nul(R), H> = Ran(R), P, : H — H; be orthogonal
projection, {t;}:_; be an orthonormal basis for Ran(R) and ¢; := R*1; for
1=1,2,...,n. Then for h € H,

n n

Rh = Z (Rh, i) i = Y (b, R*:) oy = > (hy i)

i=1 i=1

and hence {¢1, ..., ¢, }+ C Nul(R). Therefore Hy = Nul(R)* C span {¢1,...,d,}
is finite dimensional. For h = hy + hy € H1 ® Ho,

Fh = (P, + Py) (hy + ha + Rhy) = (hy + PyRhy) + (he + PyRP>hs)
= (hl + PthQ) + (IH2 + PQRPQ) ho. (546)

From Eq. (54.6) we see that h = hy + he € Nul(F) iff hy € Nul(Igy, + P2RP2)
and h1 = —P; Rhy and hence

Nul(F) = Nul(Ig, + PsRP,). (54.7)
It is also easily seen from Eq. (54.6) that
Ran(F) = H; @ Ran(Iy, + PoRP,). (54.8)

Since Hs is finite dimensional, Ran(Iy, + PoRP,) is a closed subspace of Hs
and so Ran(F") is closed. Moreover

coker(F) = H /Ran(F) = [Hy @ Hs] / [H1 ® Ran(Ig, + PoRP,)]
~ Hy /Ran(Ily, + PoRPs) = coker(Iy, + PoRP,). (54.9)
So by Egs. (54.7), (54.9) and Example 54.4,
index(F') = dim Nul(F') — dim coker(F')
= dim Nul(Iy, + PaRP,) — dim coker(Ip, + PoRP,)
= index(IH2 + PQRPQ) =0.
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Corollary 54.6. If K : H — H compact then F = I + K is Fredholm and
index (F') = 0.

Proof. Choose Ry : H — H finite rank such that ¢ := K — Ry is a bounded
operator with operator norm less than one. Then

F=I+K=I+c+Ri=I+e)I+{I+e) 'R)=U(+R),

where U := (I +¢) : H — H is invertible and R := (I +¢) 'Ry : H — H is
finite rank. Therefore, Ran (F') = U(Ran (I + R)) is closed,

dim coker(F') = dim coker(I + R) < oo, (54.10)
Nul(F) = Nul(I + R), and
dim Nul(F') = dim Nul({ + R). (54.11)

From this it follows that F is Fredholm and index (F') = index(I+ R) =0. m

54.2 Solvability of Lu = f and properties of the solution

Theorem 54.7. Let 2 Cc R? be a C*° — manifold with boundary such that
2 =10°. Let € be an elliptic Dirichlet form, L := Lg be the associated opera-
tor.

1. For C > 0 sufficiently large, (L + C) : D(L) — L*(£2) is a linear isomor-
phism and
(L+C)~': L*(2) — D(L) c H*()
is a bounded operator and D(L) is a closed subspace of H? (§2).
. (L+C)7! as viewed as an operator from L*(2) to L?(£2) is compact.
.Ifu e D(L) and Lu € H*(2) then u € H*2(02).

)
Ifue D(L) and Lu € C(R) then u e C=(R) == () C*(7).
k=0
)

(
fu e D(_L is an eigenfunction of L, i.e. Lu = Au for some \ € C, then
u € C®(0).

v N e

Proof. 1. It was already shown in the proof of Theorem 54.2 that (L+C) :
D(L) — L*(92) is bijective. Moreover the bound in Eq. (54.1) shows that
(L+C)~' : L?(2) — H?*(£2) is bounded. If {u,}-, C D(L) C H*(12) is
a sequence such that u,, — u € H*({2), then {(L+ C)u,} -, is convergent
in L?($2) since (L + C) : H*(2) — L?*(£2) is bounded. Because L is a closed
operator, it follows that u € D(L) and so D(L) is a closed subspace of H2 (£2) .

2. This follows from item 1. and the Rellich - Kondrachov Compactness
Theorem 49.25 which implies the embedding H?(2) < L?(2) is compact.

3. If f € H*(2) and u € D(L) such that Lu = f € H*(2) then Leu = f
and hence the elliptic regularity Theorem 53.10 gives the result.



54.2 Solvability of Lu = f and properties of the solution 1095

4. Since C*(2) C H*() for all k, it follows by item 1. that u €

[ee] o —

N H*(2). But N H*(Q2) c C>(£2) by the Sobolev embedding Theorem
k=0

k=0
49.18.

5. If w € D(L) C H*(2) and Lu = Au € H*(£2) for some X € C, then by
item 3., u € H*(£2) and then reapplying item 3. we learn u € H(£2). This

process may be repeated and so by induction, u € (| H*(2) C C*(2). =
k=0

Theorem 54.8 (Fredholm Alternative). Let 2 C R? be a C*° ~ manifold
with boundary such that 2 = §2°. Let £ be an elliptic Dirichlet form, L :== Lg
be the associated operator. Then

1. L:D(L) — L*(2) and L* : D(L*) — L* () are Fredholm operators.
2. index (L) = index (L*) = 0.

3. dim Nul(L) = dim Nul(L*).

/. Ran (L) = Nul(L*)".

5. Ran (L) = L% () iff Nul(L) = {0}.

Proof. Choose C' > 0 such that (L + C) : D(L) — L?(£2) is a invertible
map and let
K:=C(L+C)*':L*2) — D(L)

which by Theorem 54.7 is compact when viewed as an operator from L?({2)
to L?($2). With this notation we have

(L+C)'"L=(L+C)""(L+C-C)=Ipy — K
and
LIL+C) ' =(L+C)L+C) ' =CL+C) ' =1I2) — K.
By Corollary 54.6 orProposition 16.35, I12() — K is a Fredholm operator with
index (I2() — K) = 0. Since Ran (L) = Ran (L(L + C)™!) = Ran (I — K)
it follows that Ran (L) is a closed and finite codimension subspace of L? (§2)

and
dim coker(L) = dim coker(I — K).

Since
u € Nul(L) — (L +C)u € Nul(L(L +C)™') = Nul(I — K)
is an isomorphism of vector spaces
dim Nul(L) = dim Nul(I — K) < oc.

Combining the above assertions shows that L is a Fredholm operator and
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index (L) = dim coker(L) — dim Nul(L)
= dim coker(] — K) — dim Nul(J — K)
index (I — K) = 0.

The same argument applies to L* to show L* is Fredholm and index (
Because Ran (L) is closed and Ran (L)+ = Nul(L*), Ran (L) = Nul(L

*

)
L*(2) = Nul(L*)* @ Nul(L*) = Ran (L) © Nul(L*).
Thus dim coker(L) = dim Nul(L*) and so
0 = index (L) = dim Nul(L) — dim coker(L)
= dim Nul(L) — dim Nul(L").

This proves items 1-4 and finishes the proof of the theorem since item 5. is a
direct consequence of items 3 and 4. m

Ezample 54.9 (Dirichlet Boundary Conditions). Let A denote the Laplacian
with Dirichlet boundary conditions, i.e. D(A) = H}(2)NH?*(2). If u € D(A)
then
/ Vu - Vodm = (—Au,v) for all v € H}(2) (54.12)
0

and in particular for v € Nul(A) we have
/ IVul? dm = (—Au,u) = 0.
2

By the Poincaré inequality in Theorem 49.31 (or by more direct means) this
implies u = 0 and therefore Nul(A) = {0}. It now follows by the Fredholm
alternative in Theorem 54.8 that there exists a unique solution u € D(A) to
Au = f for any f € L*(£2).

Ezample 54.10 (Neuwmann Boundary Conditions). Suppose A is the Lapla-
cian on {2 with Neuwmann boundary conditions, i.e.

D(A) = {u € H*(2) : % = 0}.

If w € D(A) then

/ Vu - Vodm = (—Au,v) for all v € H (). (54.13)
2

so that the Dirichlet form associated to A is symmetric and hence A = A*.
Moreover if v € Nul(A), then

0= (—Au,v) = / |Vul? dm,
Q
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i.e. Vu = 0. As in the proof of the Poincaré Lemma 49.30 (or using the
Poincaré Lemma itself), u is constant on each connected component of (2.
Assuming, for simplicity, that {2 is connected, we have shown

Nul(Apn) = span {1}.

The Fredholm alternative in Theorem 54.8 implies that there exists a (non
unique solution) u € D(A) to Au = f for precisely those f € L?(£2) such that
fL1lie [fldm=0.

Q2

Remark 54.11. Suppose £ is an elliptic Dirichlet form and L = Lg is the
associated operator on L?(§2). If £ has the property that the only solution to

E(u,u) = 0is u = 0, then the equation Lu = f always has a unique solution
for any f € L?(02).

Ezample 54.12. Let A;; = Aj;, A; and Ay be in C*° ((_2) with 4g > 0 and
(Ai;) > €l for some € > 0. For u,v € H(£2) let

E(u,v) = / (Z A;;0;ud;v + Aguv)dm, (54.14)
o)
and L = Lg, then

L= —8inj8iu + Apu, (54.15)

with D(L) := H%(2) N H{(2). If uw € Nul(L), then 0 = (Lu,u) = E(u,u) =0
implies d;u = 0 a.e. and hence u is constant on each connected component of
2. Since u € H}(2), u b = 0 from which we learn that u = 0. Therefore

Lu = f has a (unique) solution for all f € L?(2).

Ezample 54.13. Keeping the same notation as Example 54.12; except now we
view £ as a Dirichlet form on H'(£2). Now L = Lg is the operator given in
Eq. (54.15) but now

D(L) = {u € H*(22) : Bu=0 on 00}
where Bu = n;A;;0;u. Again if v € Nul(L) it follows that u is constant on

each connected component of 2. If we further assume that Ay > 0 at some
point in each connected component of 2, we could then conclude from

0=~E(u,u) = / AguPdm,
2

that u = 0. So again Nul(L) = {0} and Ran (L) = L?(£2).
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54.3 Interior Regularity Revisited

Theorem 54.14 (Jazzed up interior regularity). Let L be a second order
elliptic differential operator on 2. If u € L%, .(£2) such that Lu € HY, (1)
then u € Hfif(()) and for any open precompact open sets {2y and (21 con-

tained in §2 such that 20 C 21 C 1 C 2 there is a constant C < oo
independent of u such that

[ull ez 00) < CUILullr(20) + lull 22 ()

Proof. When k£ > 0 the theorem follows from Theorem 52.5. So it suffices
to consider the case, k = 0, i.e.u € L? .(£2) such that Lu € L? .(£2). To finish
the proof, again because of Theorem 52.5, it suffices to show v € H} (§2). By

loc
replacing (2 by a precompact open subset of {2 which contains (21 we may

further assume that v € L?(f2) and Lu € L?(2). Further, by replacing L by
L + C for some constant C' > 0, the Lax-Milgram method implies we may
assume L : H}(£2) — H~1(£2) is an isomorphism of Banach spaces. We will

now finish the proof by showing u € H. .(£2) under the above assumptions.

If x € C°(£2), then by Lemma 50.7 [L, M, ] is a first order operator so,
L(xu) = xLu+ [L M Ju = f, € LX2) + H (@) = H(2).

Let ug = L™ f,, € H}(£2), ¢ € C2°(£2) such that ¢ = 1 on a neighborhood of

supp(x) and
vi=1 (xu —up) = xu — Yug € Lg(())

Then, because supp(fy) C supp(x), we have f, = f, and
Lv = L [xu —Yug] = fyy — ¥Lug — [L, Mylug = fr, — ¥ fy — [L, My]ug
=—[L, Mylup =g € LA(0).

Let D(Lp) := H?(2) N HY(N2) and Lpu = Lu for all w € D(Lp) so
that Lp is L with Dirichlet boundary conditions on 2. T now claim that
v € D(Lp) C HY(£2). To prove this suppose

g€ D(L],) = {€ € HY(Q): Lhe € 1A} = HY(Q) N H*(92)

and let &, := n,, x £ where 7, is an approximate § — sequence so that &, —
¢ in H?_(£2). Choose ¢ € C°(£2) such that ¢ = 1 on a neighborhood of

supp(v) O supp(g), then
(ga 5) = w}iinoo(ga §m) = nlgnoo(LrU’ ¢§m) = 'rr}il}loo(ru’ LT (¢§m))
= lim (v, L'¢,) = (v, LT€) = (v, L1¢).

m—00

Since this holds for all £ € D(L})) we see that
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veD ((LTD> ) = D(Lp) = HL(2)N HX(Q) c H'(Q),

where the first equality is a consequence of Theorem 54.2 which states Lp =
(LTD) . Therefore, yu = Yug +v € H(2) and since x € C= (£2) was
arbitrary we learn that v € H (£2). =

54.4 Classical Dirichlet Problem

Let 2 be a C* — manifold with boundary such that 2 = 2° and let L = A
with Dirichlet boundary conditions, so D(A) := H(£2) N H?(£2).

Theorem 54.15. To each f € C(012), there erists a unique solution u €
C>®(2)NC(£2) to the equation

Au =0 with u = f on 052

Proof. Choose f, € C>(f2) such that lim, .o || falog — fll a0y = O-

We will now show that there exists u,, € C°°(§2) such that
Au,, = 0 with w,, = f,, on 912 (54.16)

To prove this let us write the desired solution as u,, = v, + f, in which case
vp, = 0 on 92 and 0 = Au,, = Av, + Af,,. Hence if v, solves Av,, = —Af,
on {2 with v, = 0 on 942 then u, = v, + f, solves the Dirichlet problem in
Eq. (54.16).

By the maximum principle,

||un _umHLoc(_(‘)) < ||fn - fm”LO"(BQ) — 0 as m,n — o0

and so {u,}r—, C C(£2) is uniformly convergent sequence. Let u :=
lim,, oo up, € C(£2). The proof will be completed by showing u € C> (£2)
and Ay = 0. This can be done in one stroke by showing u satisfies the mean
value property. This it the case since each function wu,, satisfies the mean value
property and this property is preserved under uniform limits. m

Remark 54.16. Theorem 54.15 is more generally valid in the case A is re-
placed by an elliptic operator of the form L = —37,. %8i(paij8j) with
p € C(2,(0,00)) and a;; € C=(2) such that Y1'; | aij()6&; > €l¢]?
for all z € 2,¢ € R?. Then again for all f € C(042) there exist a solution
u € C*(£2) N C(£2) such that

Lu =0 with v = f on 02.

The proof is the same as that of Theorem 54.15 except the last step needs
to be changed as follows. As above, we construct solution to Lu, = 0 with
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U, = f, on 052 and we then still have u,, — u € C(£2) via the maximum
principle. To finish the proof, because of Theorem 54.14, it suffices to show
Lu = 0 in the sense of distributions. This is valid becasue if ¢ € D (£2) then

0= lim (Luy, ¢) = lim (un, L'¢) = (u, L'¢) = (Lu, ¢),

n—oo

i.e. Lu = 0 in the sense of distribution.

54.5 Some Non-Compact Considerations

In this section we will make use of the results from Section 53.3. Let p €
C>®(R%,(0,00)), Aij € BC*®(R?) such that Y A;; & & > 0 for all |¢] # 0 and
define

Q(u,v) = /ZAijaiu v p dx for u,v € C° (Rd) i
Rd

Then as we have seen Q has a closed extension Q and unique self adjoint
operator L on L?(p dx) such that v € D(L) iff v — Q(u,v) is L*(pdx)
continuous on D(Q) and in which case Q(u,v) = (Lu, V)12(pdz)- Standard
integration by parts shows

u € Cf(Rd) C D(L) and Lu = _% Zaj(pAijaiu).

Proposition 54.17. Let Q(u,u) := [ Y A;;0'u-d/u pdz, then
Rd

D(Q) C {u € L*(pda) N Hjpe(R?) : Q(u,u) < oo}

Proof. By definition of the closure of Q, C2°(R%) is dense in (D(Q), Q1).
Since for all 2 CC R? there exists an € = €(2) such that p > A;; & & > €[¢)?
on {2, we learn

Qu,u) > eHuH%{l(Q) for all u € C°(R?). (54.17)

Therefore if u € D(Q) and u,, € C° (R?) such that Q1(u—un) — 0asn — 0o
then ||ty — || 1 () — 0, ie. w = lim w, in H'(§2). Hence a simple limiting
argument shows Eq. (54.17) holds for all u € D(Q) :

Q1(u,u) > 6”“”%{1(9) for all u € D(Q).
This shows D(Q) € H},,(R%). Moreover

Qun,un) = [ AijOiun O5u, pdx
2

I n—oo 1
Q(u,u) > fAijﬁiuc‘?ju pdz.
9]
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Since 2 CC R? is arbitrary this implies that

Q(u,u) > /Aijaiu diu p dx.
2

Proposition 54.18. Suppose u € D(L*) then v € HZ* (R?) and for all
2 CC 2y CC R? there exist C = Cy(f2) such that

lull 22y < CUIL ull 120 ) + el £2(p d) (54.18)

Proof. Suppose u € D(L) and Lu = f. Then for all ¢ € C (RY),
(Lu, ) = (f,®)12(p)- Therefore

/ZAZ-]-BZ-U @-upda::/fgbp dx

so —0;(pA;; O;u) = pf in the sense if distributions and hence
-3 Aij 0;0u+LOT. = f

in the distributional sense. Since D(L) C D(Q) C H}.. (Rd) , by local elliptic
regularity it follows that D(L) C H? .(R9) and for all £ D 2
[ull 22 (20) < CUILullL2(2) + lullL2(an))-
Now suppose u € D(L?), then u € D(L) C H},, (R?) and Lu € D(L) C
H?,. (R?) implies u € H},, (R?) and
ull sy < CUILull a2 + [[1Lull L2 (@)

< O(L?ul|z2(q) + ull 2oz + lullm2(ay))

< C(IL%ull () + | Lull z2(0y) + llullz2(0,))-
If we D(L?) then u € H},, (R?) and Lu € H},, (R?) implies u € Hf , (RY)
and

[ull o o) < CUILull sy + lullz2coy))
< C(IL%ull p2(q,) + |1 L2l 202,) + 1 Lul L2,y + llullz2)-

u € D(L*) implies u € H%_ (R?) and

k k
[ull 220y < C DY N0 oy < C D L0l 2

=0 §=0
< C(”LkuHLz(pds) + Hu”Lz(pdz))

by the spectral theorem. m
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54.5.1 Heat Equation

Let u(t) = e"*Lugy where ug € L? (p) . Then u(t) € D(L*) for all k when ¢t > 0
and hence u(t) € H3¥_ (R?) for all k. But this implies for each ¢ > 0 that
u(t) has a continuous in fact C°°- version because H?*(£2) <« C?*=2/4(§) for
k> é. Moreover

‘L’“{W—Lu(t)} —0ash—0

L2(£2)

for all k =0,1,2,... and therefore,

w(t + h) — u(t)

Y — Lu(t)

—0ash—0
C2k=2/d(()

when k > L. This shows ¢ — u(t) is differentiable and in C2=%(D) for all
k > . Thus we conclude that u(t,z) is in C1°((0,00) x R?) and 2%(t,z) =

Lu(t,x), i.e. u is a classical solution to the heat equation.

54.5.2 Wave Equation
Now consider the generalized solution to the wave equation

o sin(v/Lt)
u(t) = cos(VLt)f + L g

where f,g € L?(p). If f,g € C° (R?), then f,g € D(L*) for all k and hence
u(t) € D(LF) for all k. It now follows that u(t) is C*°-differentiable in ¢ relative
to the norm || f|lx := ||l 22(pda) + [IL* fl| £2(pda) for all k € N. So by the above
ideas u(t,z) € C°(R x R?) and

i(t, z) + Lu(t, z) = 0 with
u(0,z) = fo(z) and
(0, 2) = go(x).
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Spectral Considerations

For this section, let £2 be a bounded open subset of R? such that 2° = 2 and
2 is C* — manifold with boundary. Also let £ be a symmetric Dirichlet form
with domain being either X = H'(§2) or X = H(£2) and let L := Lg be the
corresponding self adjoint operator.

Theorem 55.1. There exist {\;i};=; C R such that \y < Xy < A3 <+ —
and {¢n} C D(L) C L*(§2) such that {¢,} is an orthonormal basis for L*(£2)
and Lo, = \pdy for all n.

Proof. Choose C' > 0 such that (L + C) : D(L) — L?(£2) is invertible
and let T := (L+C)~! which is a compact operator (see Theorem 54.7) when
viewed as an operator from L?(£2) to L?({2). Since L = L*,

(L + C)u,v) = (u, (L + C)v) for all u,v € D(L)

and using this equation with u, v being replaced by T'u, T'v respectively shows
(u, Tv) = (Tu,v) for all u,v € L?. Moreover if u € L*(£2) and v = Tu € D(L),

(Tu,u) = (T(L + C)v, (L + C)v) = (L + C)v,v) 20

and so we have shown T'=T" and T' > 0. By the spectral Theorem 16.17 for
self-adjoint compact operators, there exist {u, }22; C Ry and an orthonormal
basis {¢,}5; of L?(f2) such that T¢, = pnd, and pu; > pg > pz > ...
and limu; = 0. Since Td, = pnd, iff (L + C)"td, = pndn, € D(L) iff

1
Lo, = M_(l - Cﬂn)¢n = A\n&n
where A, := (ﬁfC) Tooasn —oo. B

Corollary 55.2. Let L be as above, then
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D(L) ={u e L*(2): 3 Aa(u,¢n)* < oo}

Moreover Lu = Z An (6, @ )bp, for allu € D(L), i.e. L is unitarily equivalent
to the operator /1 €2 — (% defined by (Az), = Ayxy for alln € N.

Proof. Suppose u € D(L), then

Lu= Z(Lu, ¢n)¢n = Z(ua L¢n)¢n = - Z)‘n(ua ¢n)¢

with the above sums being L? convergent and hence
ZAi(uz(ﬁn)Q = HLUH2L2 < 0.

Conversely if >° A2 (u, ¢, )? < o0, let

N

un =Y (u,¢n)én € D(L).

n=1

Then uy — u in L?(§2) and

N

1

1

o0
Since L is a closed operator, v € D(L) and Lu =Y (u, ¢p)A\nPr. M
1

55.1 Growth of Eigenvalues I

Ezample 55.3. Let 2 = (0,4).

1. Suppose L = —-%5 with D(L) = H?(2) N H{(£2), i.e. we impose Dirichlet
boundary condltlons Because L = L* and L > 0 (in fact L > €l for some
€ > 0 by the by the Poincaré Lemma in Theorem 49.31) if Lu = Au then
A > 0. Let A = w? > 0, then the general solution to Lu = w?u is given by

u(z) = Acos(wz) + Bsin(wz)

where A, B € C. Because we want u(0) = 0 = u({) we must require A =0

2_2 .
and fw = nm. Hence we have A, = 27— and u,(v) = \/%sm (%x) for

n € N is an orthonormal basis of eigenvectors for L.
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2. The reader is invited to show that if L = 57‘122 with Neuwmann boundary

conditions then ug(z) := ﬁ and u,(z) = \/%cos (2% z) for n € N forms
an orthonormal basis of eigenfunctions of L with eigenvalues given by

Ap =2 132 fornENo
3. Suppose that L = —A on £2¢ with Dirichlet boundary conditions and for
m € N% let

U (2) = U,y (21) -+ - U, (T4)

where each u; is given as in Item 1. Then {Um tm € Nd} is an orthonormal
basis of eigenfunctions of L with eigenvalues given

-2 d
Am = = Zm = £2 |m|Rd for all m € N%.

Remark 55.4. Keeping the notation of item 3. of Example 55.3, for A > 0 let
Ey =span{dm, : Am < A}
Then

=2

2
dim(E,\):#{meNd:/\mgx\}:#{meNd:|m|f§d<&}

from which it follows that

2 2\ /2
dim(Ey) < mq (B (0, %)) = wy (%) = Cmyg (2°) X2,
™ ™

Lemma 55.5. Let §2, £ and L be as described at the beginning of this section.
Given k € N, there exists C = Cy < 0o such that

Hu||H2k(0) < O(Jlull 20y + ||LkuHL2 ) for allu € D(Lk) (55.1)
Proof. We first claim that for u € D(L*).
ull o) < Crlllullrzco) + 1 LullL22) + -+ + [ LFull 2(0))- (55.2)

We prove Eq. (55.2) by induction. When k = 0, Eq. (55.2) is trivial. Consider
u € D(L¥+Y) ¢ D(L¥). By elliptic regularity (Theorem 52.15) and then
using the induction hypothesis,

Bl

[ull g (@) < Cllull 22y + | Lull () < Crpr | D 1 ull 22

§=0
This proves Eq. (55.2). Because sup {
by the spectral theorem that

m A > 0} for any p > m, it follows

I ul22g) < C (lullfee) + IL7ulit2 ) ) for all p > m.

Combining this fact with Eq. (55.2) implies Eq. (55.1). =
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Theorem 55.6. Continue the notation in Lemma 55.5 and let {¢n},-, be
the orthonormal basis described in Theorem 55.1 and for X € R let

E) :=span{d, : A\, < A}
If k is the smallest integer such that k > d/4, there exist C' < 0o such that
dim(Ey) < C(1 + \?F) (55.3)
for all X > inf o(L).

Proof. By the Sobolev embedding Theorem 49.18, H?*(£2) — ka*% () C
C (Q) . Combining this with Lemma 55.5 implies D (Lk) — C (Q) and for
u € D(L¥),

[ullco() < ull ) < Cllullaze) < Clllullz e yHIL L2 (55.4)

c?* =% (0

Let A > info(L) and u € Ex C D(L*). Since

u = Z (’u7 ¢n)¢n and Lku = Z A]:L(Uy ¢n)¢n7

n:An <A An <A

2k
1L U200 = D Al 1w, 0) P < AP 720 (55.5)
An <A

Combining Egs. (55.4) and (55.5) implies

lullco < CA+ M) ullz2e) = CL+N) [ D7 | éa)’  (55.6)
An<A
N
Let N = dim(E)), y € 2 and take u(x) := > ¢n(y)dn(z) in Eq. (55.6)

n=1

) <CA+ NN dn(y)

to find

N
Z |¢n( < buP
n=1

from which it follows that

Z%

N
Z |6n(y))* < C2(1+ AF)2,

Integrating this estimate over y € {2 then shows

N

N
dim(By) =3 1=3" / (6n(y) > dy < C2(1 + AF)2|2
1 1

which implies Eq. (55.3). m
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Corollary 55.7. Let k be the smallest integer larger than d/4. Then there

exists € > 0 such that A, > en/?* for n sufficiently large. Noting that k ~ d/4
this says roughly that A, ~ n%?2, which is the correct result.

Proof. Since!

C c

ﬂ—lg)\%’“or}\nZ(ﬂ— )2_1’c [

LIf A = X\, has multiplicity larger than one, then n < dim Ej, otherwise n =
dim E>\n.
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56

Construction of Heat Kernels by Spectral
Methods

A couple of references for this and later sections are Davies [3, 4] and L.
Saloff-Coste [12].

For this section, again let §2 be a bounded open subset of R% such that
2° = 2 and 2 is C* — manifold with boundary. Also let £ be a symmetric
Dirichlet form with domain being either X = H(£2) or X = H}(2) and
let L := Lg be the corresponding self adjoint operator. Let {¢,} -, be the
orthonormal basis of eigenvectors of L as described in Theorem 55.1 and
{An},2, denote the corresponding eigenvalues, i.e. Lo, = A\, dp,.

As we have seen abstractly before,

_ sin(v/Lt)
u(t) = cos(VLt) f + VL g

=3 feos(V/Rt) 1. 60) + 222D (g 630,

solves the wave equation

2
% + Lu = 0 with u(0,z) = f(z) and (0, z) = g(x)
and -
u(t) = e Pug =Y e (ug, dn)dn
n=1

solves the heat equation,

ou .

i —Lu with u(0,z) = ug(z). (56.1)

Here we will concentrate on some of the properties of the solutions to the heat
equation (56.1). Let us begin by writing out (¢, ) more explicitly as
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0o N
ult, z) :Z (1) Y e P 6n(2)dn(y) dy.
n—=1 n=1

b \

“S\

3
E
<
S

3

|
gE

(56.2)
Theorem 56.1. Let pi(x,y) denote the heat kernel associated to L defined
by
Ze 2 ()0 (y)- (56.3)
Then

1. the sum in Eq. (56.3) is uniformly convergent for all t > 0
2. (t,x y)—>pt(x y) € C®(RT x 2 x N2)
3. u(t,z) = [ p(x,y)uo(y)dy solves Eq. (56.1).

o

Proof. Let
N
Z t)\n¢ ( ),

then (t,z,y) — pN(z,y) € C°(R x 2 x ). Since L*¢,(x) = A\E¢,,, by the
Elliptic regularity Theorem 52.15,
¢nllr2x2) < Clllonllzz(ay + 1L dnllr2(0) < C(L+A7).

Taking k > d/4, the Sobolev embedding Theorem 49.18 implies
||¢n||co(fz) < H%Hc%—d/z(ﬁ) < Clonll vy < C(1+ An).

Therefore sup |by,(2)dn(y)| < C?(1+XE)? while by Corollary 55.7, \,, > n?/¢
z,yeN
and therefore while Y°>° e (1 4+ A*)2 < co. More generally if || = 2m

10%¢nllco < 0% Gnllmze < dnllpzsm < CL+AT™)

and hence
H‘bn oY ¢n||c2m(f)><9) < 02(1 + /\ﬁ+m)2

from which it follows that

oo

Z sup e g, ® ¢n||cgm ax2) Z "M @ ¢n||c2m(ﬁxg)

nl—E —1

I /\

i n (14 A2 <0,

So pY(z,y) and all of its derivatives converge uniformly in ¢t > € and z,y € 2
as N — oo. Therefore p;(z,y) := Nlim pN (z,y) exists and (¢, z,y) — pi(z,y)
— 00
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is ' (!_2) for t > 0 and x,y € 2. It is now easy to justify passing the limit
under the integral sign in Equation (56.2) to find u(t,z) = [ pi(z,y)uo(y)dy.
Q

Remark 56.2. pi(z,y) solves the following problem % = —L,p:, pe(-,y) sat-
isfies the boundary conditions and ltii%l (-, y) = dy.

Definition 56.3. A bounded operator T : L?(2) — L?(82) is positivity pre-
serving if for every f € L*(2) with f > 0 a.e. on §2 has the property that
Tf>0 ae. on {2

Proposition 56.4 (Positivity of heat kernel’s). Suppose D(L) = Hg(£2)N
H2(0), i.e. L has Dirichlet boundary conditions, then the operator e~*F is
positivity preserving for all t > 0 and the associated heat kernel pi(x,y) is

non-negative for all t € (0,00) and x,y € (2.

—t(L+C) — o—tCg—tL tL

Proof. Since e is positivity preserving iff e=** is pos-

itivity preserving, we may assume

L=— Zaij&@j + Zaﬁl +a

with a > 0. Let f € C* (£2,(0,00)) and u(t, ) := e~ f(x), in which case u
solves

% = —Lu with u(0,z) = f(x) > 0 for (t,z) € [0,T] x £2
with u(t, z) = 0 for z € 2.
If there exist (to,zo) € (0,7 x {2 such that
u(to, z0) = min {u(t,z) : 0<t < T,z € 2} <0,
then %(to, xg) <0, d;u(ty,x9) = 0 for all ¢ and by ellipticity,
a;;(20)0;0;u(to, xo) > 0.

Therefore at (o, o),

ou ou
0= N + Lu = Frie a;;0;0;u + a;0;u + au
= % —a;;0;0;u+au=(<0)—(>0)+(<0)<0

which is a contradiction. Hence we have shown

0<ult,z) = /Q i, y) f(y)dy for all (£,2) € [0,T] x . (56.4)
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By a simple limiting argument, Eq. (56.4) also holds for all non-negative
bounded measurable functions f on 2. Indeed, let f, := ( flo +n*1) *
N where 17, € C2(R?, (0,00)) is a spherically symmetric approximate ¢ -
sequence. Then f, € C* (£2,(0,00)) and hence

ogémmwn@@eﬂm@wmwy

From this equation it follows that p;(x,y) > 0 and that e~*F is positivity
preserving. m

Lemma 56.5. Suppose f,, > 0 on 2 and f, — 6§, as n — oo, then
lim [, f2(z)dz = oo.

n—oo

Proof. For sake of contradiction assume lim [ f2(z)dz # co. By passing

to a subsequence if necessary we may then assmume M =: sup,, [, f2(z)dz <
oo and that f,, converges weakly to some g € L? (§2). In which case we would
have

6(z) = lim n@wwmy:/Q@W@Mymnm¢ec?uw-

n—oo [
2

But this would imply that ¢ = J, which is incomensurate with g being an
L?(£2) function and we have reached the desired contradiction. m

Theorem 56.6. Let p, be a Dirichlet heat kernel, then lim; o pi(z,x) = oo
and pe(z,y) > 0 for all x,y € 2 and t > 0.

Proof. We have seen pi(z,-) — d, for all x € 2. Therefore by lemma
li 2dy = oo.
tllrg/pt(x,y) dy = 00
)

Now

/M%sz/@@me®@=m@w-

Therefore ltifgpgt(x, x) = oo for all x € £2.

Sketch of the rest: Choose a compact set K in {2, then by continuity
there exists tg > 0 and € > 0 such that p;(z,y) > 1 for all x € K, |z —y| <
e and 0 < ¢t < tg. (Note tanhp:(z,z) is continuous on [0,1] x {2, where
tanhpo(z,x2) = 1.) Now if z € K and y € K and |z — y| < 2¢, we have for
t < to that

mmw:/hmmxmpwwwz/ pralas e (2, y)de
0 B(z,e)NB(y,e)N{2

>m (B(z,e) N B(y,e) N §2) > 0.
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Working inductively, we may use this same idea to prove that p:(z,y) > 0 for
all t < tg and x,y € K. Moreover the same semi-group argument allows one
to show py(z,y) > 0 for all ¢ > 0 as well.

Second Proof using the strong maximum principle.

Now for y fixed 0 < t < T, f(t,z) = pi(x,y) solves g—{ =
L, f(t,z), f(e,x) = pe(z,y). With out loss of generality, assume

L=— Z —82'041']'8]' +a with a 2 0.

For if a is not greater than 0, replace L by L+ X and observe that e *(F+4) =
e~ etl. Therefore p)(z,y) = e py(z,y) so pi(z,y) > 0 iff p(x,y) > 0.
Then % = Lypi(z,y) for all T > ¢t > € and = € (2. By the strong maximum
principle of Theorem 12 on page 340 if there exist (zo,to) € 2 x (¢,T] such
that pt,(x0,y) = 0 then & — py(z,y) is a constant on (0t) X §2 which is false
because the constant would have to be 0, but [ py,(z,y)dz > 0 for T small.
|

56.1 Positivity of Dirichlet Heat Kernel by Beurling
Deny Methods

Assu_mption 6 Suppose L = —0;a;;0; + a where a;; = aj; > €l and a €
C>(£2) and D(L) = H}(2) N H%(£2).

Theorem 56.7. Let Ay = max(—a) i.e. —A\g = min(a). Then for all A > Ao,
Ly :=L+ X : D(L) — L? () invertible and if f € L?>(£2), f > 0 a.e then
L;lf >0 a.e., i.e. L;l 18 positivity preserving.

Proof. If A > \g then A + a > 0 and hence if Lyu = 0 then

(Lyu,u) = /(aijaiué)ju + (@ + Nu?)dz = 0.
7}

This implies Vu = 0 a.e. and so u is constant and hence u = 0 because u € H}.
Therefore Nul(Ly) = {0} and so L) is invertible by the Fredholm alternative.
Now suppose f € C(2) such that f > 0, then u = Ly'f € C=(£2) with
Lyu= f>0and u =0 on df2. We may now use the maximum principle idea
in Theorem 45.16 to conclude that w > 0. Indeed if there exists zg € {2 such
that u(xg) = minu < 0 at xg, then

0 < f(zo) = (Lau)(zo) = — (ai;0;05u)(20) +(0ias;)0ju(zo)
>0 =0

+ (a4 Nu(zg) <0
— —

<0
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which is a contradiction. Thus we have shown u = L;l [ =2 0if f €
C>(£2,(0,00)). Given f € L?(£2) such that f > 0 a.e. on {2, choose
fn € C>®(£2) such that f, > L and f, — f in L?(2) and f, — f ae.

on (2. (For example, take f, = s, * (flg + l) say.) Then u, = Ly f, >0

n
for all n and u,, — u = L)' f in H?(£2). By passing to a subsequence if nec-

essary we may assume that u, — u a.e. from which it follows that u > 0 a.e.
on (2. m

Theorem 56.8. Keeping L as above, e~ 't : L2(02) — L%(£2) is positivity
preserving for all t > 0.

Proof. By the spectral theorem and the fact that (1 + %)71" — et
boundedly for and A > 0,

=g () =g () [Gen) ]

Now (% + L)_l is positivity preserving operator on L? (£2). Where T =X
and hence so is the n — fold product. Thus if

e (&) [

then u,, > 0 a.e. and u, — e 'L f in L? (£2) implies e **f > 0 a.c. ®
Theorem 56.9. p;(z,y) > 0 for all z,y € (2.

Proof. f € L?(2) with f > 0 a.e.on 2, e L f € C°(N2) and e £ f >0
a.e. by above. Thus e *'f > 0 everywhere. Now

[y =)@ = 0

9]

for all f > 0. Since p;(z,y) is smooth this implies p;(x,y) > 0 for all y € 2
and since z € {2 was arbitrary we learn p;(z,y) >0 for all z,y € 2. =
7?77 BRUCE for f € C°(£2) C ND(L") = C*°(L) we have (e *ff) —
fllagx — 0ast | 0 for all k. By Sobolev embedding this implies that (e 'L f) —
f(z)ast | O0forallz e 2ie. [pzy)f(y)dy — f(z).
o)
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Nash Type Inequalities and Their
Consequences

Corollary 57.1. Suppose d > 2, then there is a constant Cyq < oo such that
lully ™ < Call Vall3 flully (57.1)
for allu e Ct (R?).

Proof. By Corollary 49.15, ||u
interpolation

9« < C||Vullz where 2* = 24 and by
lullz < llully flullg™

where %+ 1_(19 = % Taking p = 2* and ¢ = 1 implies 2% +1-0= %, ie.

9(2%—1)2—%andhence
o — %1: AR S——
* 2.
1— 5 2(2¢ —=1) (d—2) 5 1
d d-2 d

S d—2d+2 d+2

and 1 -0 = ﬁ. Hence

= s 4 725 Tz
o7 |l < CT# 2 | Vau||5=2 [Jully

[ull2 < [l

and therefore
d+2 2
[ulla® < ClIVull2 fullf-

and squaring this equation then gives the estimate in Eq. (57.1). =

Proposition 57.2 (Nash). Corollary 57.1 holds for all d.

Proof. Since the Fourier transform is unitary, for any R > 0 and |4, <
”uHle



1118 57 Nash Type Inequalities and Their Consequences

i = [ la@Pde = [ larde+ [ japag

[EI<R [€I>R

- 1 )
<o (ST Rl + g [ l€PlaPds
l€1>R

- 1
<o ($971) RYulis + g5 l1Dulls = £(R)

where f(R) = aR?+ 25 and a = o (S471) ||u||2, and b = || Du|3. To minimize
f, we set f'(R) = 0 to find daR%~! — 2R3 = 0, i.e. R¥*2 = 3—2 and hence

_1
R= (2—2) 42 With this value of R, we find

1 da\ T 2
F(R) = 55 (b+aR™?) = (2—Z> <b+ E)

2

which gives the estimate

[ull3 < Call Dull37 |lul;
which is equivalent to
244/d 2(442) 4/d
ull3 ™4 = Jfully" ) < Cal D)3 [Jullt/®.
| |

Proposition 57.3. Suppose A(zx) = {a;j(x) g,j:l such that there exists € > 0

and M < oo such that el < A(x) < MI for all x € R Define D(£) =
WL2(R?) and
(u,v) %:/Rdaj uD;v dx

Then &€ is a closed symmetric quadratic form. Moreover C°(RY) is a core

for E.

Proof. Clearly |lul|y12 < %(Hu”%z(m + E(u,u)) and
E(u,u) < M|[Dul*> < M|fulw.2.

and hence
113+ EC) =< - llwre

so that (D(E), \|.|\§+5(-,-)) is complete. m
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Theorem 57.4. Let —L denote the positive self-adjoint operator on L?(R?)
such that E(u,v) = (V=L u,v/=L v)p2(ray and define Ty := 't : L* — L2
(Notice that |T;f|l2 < || fll2 for all f € L? and t > 0.) Then

1. Tif>0a. e if f >0 a.e.

2. Tyf € LN L>® forall f € L' N L>®
BO0<Tif<14f0< f<1 ae.

4T fllee <\ fllee for all f € LY N Lo°.

Proof. (Fake proof but the spirit is correct.) Let u(t,z) = Ty f(x) so that
uy = Lu with (0, 2) = f(z)

where Lf =" 0;(a;;0;f)(x) — a second order elliptic operator. Therefore by
the “maximum principle,”

—[flloe = inf f(z) < u(t,z) < sup f(z) <[ fll

and hence ||f|lco > |7 f||co- This implies items 1. and 3. of the theorem.
For g, f € L' N L™,

[(Tef, 9) = I(f, Teg)l < [1f 1l Teglloe < 112 llglloo-

Taking sup over g € L' N L™ such that |g||, = 1 implies | T3f||.: <[]l
and we have verified that

[T fllp < [1£]lp for p € {1,2,00}.

Hence by the Riesz Thorin interpolation theorem, ||T3f|, < ||f]l, for all p €
[1,00). m

Theorem 57.5 (Beurling - Deny). Items 1. — 4. of Theorem 57.4 hold if
for allu e WH2 |ul e WH2 and OV (u A1) € W2 and

E(lu]) < Ew) and E(OV (uA1)) < E(u). (57.2)
Proposition 57.6. Suppose u € WP (£2) then 1{,—o1 Du =0 a.ec.

Proof. Let ¢ € C2° (£2) such that ¢(0) = 1. For € small set ¢.(x) = ¢(x/€)

and
vi)= [ oidu= [ o(%)ay
p / O/o o(w)du = ey (a/),
Then

D [the(u)] = ¥{(u)Du = ¢e(u) Du
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and hence for all f € C°(12),

(¢c(u)Du, f) = (D [¢e(u)], f) = (¢e(u), =Df) = 0(¢) — 0.
Combining this with the observation that

oe(u)Du z, lu=0yDu as e | 0
implies
/1{u:0}Du -fdm=0forall feCX(N)
0
which proves 1p,—gyDu =0 a.e. ®
Exercise 57.7. Let u € WP, Show
1.If ¢ € CH(R), ¢(0) = 0 and |¢/| < M < oo, then ¢(u) € WHP and
D¢(u) = ¢'(u)Du a.e.
2. |u| € WP and Dlu| = sgn(u)Du.
3. Eq. (57.2) holds.
Solution 57.8. Let u,, € C® (Rd) N WP such that u, — u in W'P. By

passing to a subsequence if necessary we may further assuem that u,(z) —
u(z) for a.e. z € R?. Since |p(u)| < M |u

it follows that |¢(u)|, |¢(uy)| € LP and ¢(u,) — ¢(u) in LP. Since ¢'(u,) is
bounded, ¢ (u,) — @' (u) a.e. and d;u,, — G;u in LP, it follows that
[0:p(un) — id(w)],,
= [|¢' (un)Oiun — ¢/(u)8iu”p
< 16/ (un) [O5un — il ||, + [[[¢'(w) = &' (un)] Die]],
< M |[0un — Ogull, + l[[¢' (u) — &' (un)] sul,, — O
where the second term is handled by the dominated convergence theorem.
Therefore ¢(u) € WP and 9;¢(u) = ¢'(u)d;u.
Let ¢e(z) := va? + €2, then ¢L(z) = Wik |¢L(z)] <1 for all z and
. / _ 0 lf xr = 0
16%1 Oel(z) = {sgn(a:) if z #0.

From part 1., ¢ (u) € WP and 9;¢¢(u) = ¢.(u)d;u. Since ¢e(u) — |u| in LP
and
;e (u) = ¢L(u)Ou — Lyzosgn(u)diu = sgn(u)du a.e.
where the last equality is a consequence of Proposition 57.6. Hence we see
that |u| € WP and D|u| = sgn(u)Du.
Remark: (BRUCE) I think using the absolute continuity of u along lines

could be used to simplify and generalize the above exercise to the case where
¢ € AC(R) with |¢/'(z)] < M < oo for m — a.e. z € R.
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Remark 57.9. Ty extends by continuity to LP for all 1 < p < oo, denote the
extension by Tf and then T.f = T/ f if f € LP for some p. In this way we
view T as a linear operator on |J LP.

1<p<oo

Theorem 57.10. There is a constant C < oo such that
C
ITefllze < g7llfllz= (57.3)

for all f € L?.

Proof. Ignoring certain technical details. Set u(t) = T;f and v(t) :=
lu()||3 and recall that u solves

@ = Lu with u(0) = f.

Then
i) =~ [u(t) 3 = ~2(u, ) = ~2(us, Lu)
= 26(u,w) > 2| Dul.

Combining this with the Nash inequality from Eq. (57.1),

244 4/d
lulls™* < ClDull3aJully,
implies
2+4+4/d 2+4/d
Lo > IO 20 @I 2C et
= ¢ 4/d = ¢ 4/d T ¢ 4/d )
lu(t)]]3 17113 I£13

Since fz')v(*1*2/d)dt = —%U*Q/d, it Eq. (57.4) is equivalent to

d (d 2/d> 2C
v >
dt el

and integrating this inequality gives
- 4Ct
Il = 072/ (0) 2 0™/ 0) = 0™2/(0) = ——.
del 113

Some algebra then implies

4/d
de|l f17*

T, 4/d _
I3 < S

and hence o
1T fll2 < 371/l

and by duality, Lemma 57.12 below, this implies Eq. (57.3). =
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Remark 57.11. From Eq. (57.3),

c C
€211 = e f1E e < a7zt FIe = Szl .)

02 2tL
< saple fllz=llfllz

and hence Eq. (57.3) implies the inequality,

2tL < 0—2 57.5
1™ fllzee < 7l £l (57.5)

Lemma 57.12 (Duality Lemma). Let T be a linear operator on Upe(q, oo LP
such that T(L* N L>®) = (LN L) and T : L? — L? is self adjoint. If

ITfllp < Clifllq for all f € L' N L>

then
ITfllg < Clfllp for all f e L' N L™

L1 141 _
where?—l—g—l andp+p,—1.

Proof.
ITfl, = sup [(Tf,g9)l= sup [(f,T9)< sup |fllx[ITgllp
llgll,=1 llgll,=1 llgll,=1
<Clflly sup |lgllqg =Cllfllp-
||9Hq:1

|
Proposition 57.13 (Converse of Theorem 57.10. ). If
e £l < Ct Y| flly for all f € L? (57.6)
then
17 < 28 (7, Dl
Proof. By the duality, Lemma 57.12, (57.6) implies
e £l < C= 4 || £, for all f € L?

and therefore

t
R > eI = 1) = (1.5)+ [ 2L pyar.

Since ze2™® > z for z < 0, it follows from the spectral theorem that L™l > 1
for L < 0. Using this in the above equation gives the estimate



57 Nash Type Inequalities and Their Consequences 1123

t
22 F112 > |IfI2 +2/0 (Lf, fydr = || fII3 + 2t(Lf, f)
> || f1I3 — 2tE(S, f).

Optimizing this inequality over t > 0 by taking ¢t = E(f, f)~/4+2| f||}/4*?

implies

—d/
1713 < € (£ 2211 52) " 1517 + 2608, £ S 27122 (£, )

£ < ce(r, NI
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T. Coulhon Lecture Notes

Notes from coulhon.tex.

Theorem 58.1. Let (X, 1) be a measure space and f be a positive measurable
function. Then for 1 <p < oo,

115 =p/0 w(f >t)tPLdt

Proof. We have

fP
1= [ rran= [ ( / ptpldt> = [t
X x \Jo X xRy

0
u

In these notes we are going to work in either one of the two following
settings.

58.1 Weighted Riemannian Manifolds

Here we assume that M is a non-compact, connected Riemannian manifold
with Riemannian metric g which is also equipped with a smooth measure p.
We let |V f|* = g(Vf,Vf) and

E(f.f) = /M V£ du = (Auf, £) on L2(n).

Here (f,g) := | v Jgdp. We have the following general important facts. The
heat kernel is the smooth integral kernel for the heat operator, e *4#.
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Definition 58.2. Given a smooth hypersurface A C M let |A| denote the

surface measure, i.e.
A = / (N, )
A

where N is a normal vector to A.

Theorem 58.3 (||V1p||; = [012|,). Let 2 CC M be a precompact domain
with smooth boundary and let f.(z) = he(do-(x)) where he(z) = (£) A1. Here
dge(x) denotes the Riemannian distance of x to 02°. Then

lim [V fell, = 10421,

which we write heuristically as
Vil =042, .
Proof. We have
Vfe(z) = h.(dge(x))Vdge(z) for a.e. x

and hence .
V()| = Eldm(x)q for a.e. x
and therefore,
1
i =lim —p (dge < €) = [092).
im |V fell, = lim —p (doe <€) = 1002
]

Theorem 58.4 (Coarea Formula). Let (M, g) be a Riemannian manifold,
f: M — [0,00) be a reasonable function and p be a smooth volume form on
M. Then

”Vf”Ll(#) = /0 |[0{f > t}|dt.

Proof. See [5, 1, 2] for a complete Rigorous proof. We will only give the

idea here. Locally choose coordinates x = (z!,...,2") on M such that 2! = f.
This is possible in neighborhood of points where df is non-zero. Then % is
tangential to the level surface {f = ¢} for ¢ = 2,...,n and therefore
(P o (0 NNV o9
M oet 922 oz’ ~ M\ 0l V[ ) V] 0227 B2

(9 Vf 0 0
- (axl,|vf|>:u‘(N’ax2,aaxn)

Now



58.2 Graph Setting

0 VI o (0
it Lot Lt = s
o oxt’ oxl”

and therefore,

0 0

0 0
‘M(Nawaaw)

0
—|Vf|'ﬂ(@,@,m,w) .

Integrating this equation with respect to dz'...dz™ then gives

0 0
/’N(Nvﬁvuw)

on one hand, on the other

7] 0
/‘M(N’Waa%)
AV Ton
R [JRn—1

u(N7@7...,%)
-/ U{f_ml}muv,n] da* =/0°° O1f >t}

d.’L‘l .. dxn = ||Vf||L1(,LL)

dzt ... dz"

dz? . .. dx"] dzt

58.2 Graph Setting

1127

Let I' = (V, E) be a non-oriented graph with vertices V' and edges E. We
assume the graph is connected and locally finite, in fact I think he assumes
the graph is finitely ramified, i.e. there is a bound K < oo on the number of
edges that are attached to any vertex. Let d denote the graph distance and

poi={fye = floy > 0: 2,y €V > a2y € E}

be a measure on E. Extend p to all pairs of points xy with z,y € V by setting

pay = 0 if 2y ¢ E. Using this notation we let
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Pz = Z My = Z Hzy

yev yeV:izyeE
p(z,y) == 'Lch (the Markov Kernel),
w(2) = Z 1ty when 2 CC 'V,
€N

0 :={zye EF:z e 2 andyeiN},

|092|, = Z oy and
TENYEN

D 1F@) = F)F pla,y).

In this setting P f(z) := >_, p(x,y)f(y) corresponds to e~
adjoint operator on L?(V, ). Also recall that A, corresponds to 1 — P. As in
the manifold case we still have

IVf(@)”
tA

n and P is a self-

IV1ell, = 2]0£|, and (58.1)
e 1
| 04> 0= 319 (5.2

as we will now verify. Using the definitions,

||V19||1=ZMzZ|1n ) = lo(y)|p(z,y) = len ) — Lo (W) pay

€N, YEN ¢ 2,yeN

verifying Eq. (58.1). For the graph co-area formula (58.2):

IV Fllpigey = ZﬂzZU y)|p(z,y) Z|f )| tay-

while

{f >t} = S = Do ey =Y Lyt @by
ce{f>t}ye{f>t} f(a)y>t and f(y)<t

so that

o) o0 o0
/0 0{f > t}ldt=/0 Zlf(y)§t<f(r)ﬂzydt: Z/O L () <t s (o) Myl
= Z lf y)<f(z ) ( )) Hzy
1
QZ\f W)ty = S IV Fllza gy -
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58.3 Basic Inequalities

We begin with a couple of very simple Sobolev inequalities. Suppose that

f € C=(R), then
t@ =5 ([ _roa= [ row)

from which it follows that
1
f@I <3 [ Ir @l
R

By the Mean value inequality we have the oscillation inequality,

) = f@)] <y — 2| /']l -

The first inequality is dimension dependent and probes the global structure
of R while the second inequality works in arbitrary generality and hence does
not probe the global structure of R in any way. Let us now list a number of
inequalities which are true in R™ for all f € C2°(R™).

Hf||% < C||Vfl|ly (Sobolev Inequality) (58.3)
17157 < CUAR™ IV 1, (Nash Tnequality) (58.4)
IS0 < CUAI™ - IV £]l, (Moser Tnequality) (58.5)

If(z) — fly)| < Cplz— y|1_"/p [V fll, for p > n (oscillation inequality).
(58.6)

The last inequality is valid for all f € C°(R™) as well.
Let W(f) = [|[Vf]|, and for a positive f let

2k if f22k+1
fk::(f_Qk)-i-/\Qk: f*2kif2k§f§2k+1
0 if f<2k

Then
ka - vf12k§f§2k+1
and therefore

IV FIE = / VP dp = / SOV Lo paniridi =3 / IV Ful? d.
M M4 — Jm
This shows that

1/p
IVfIl, = (Z ||ka||p> :
k

This is a key truncation property for positive Lipschitz functions f. As an
application we have the following theorem.
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Theorem 58.5. The Nash and Sobolev inequalities are equivalent.

Proof. Sobolev = Nash. Recall the Holder interpolation inequality,

1-6 [%
£ llpy < Wfllpg " 1F115,

where
1 1—-0 0
+

P po P
Taking pg = 2, po =1 and p; = % we solve for 6 to find

1 1-06 n—2 n—2 n-+2
§_T+0 2n _1+9( 2n _1>_1_9< 2n )

and hence

and 1 -0 = 2

9::
n+2 n+2

and therefore,

_2 _n_
1l < 1A 117

This inequality along with the Sobolev inequality (58.3) shows,

n+2
n

A1 = 11 < I 1S 2ey, < CUFIT IV

n—2

which is the Nash inequality (58.4) with the same constant.
Nash = Sobolev. Conversely suppose the Nash inequality (58.4) is
valid. Applying Nash to f, we find

()" = ()’

< C | Fl Y IV A = 2 el / V£ du

By

where By, := {2’C <f< 2’”1} . Combining this inequality with the following
two elementary inequalities;

/f,g 2/ f2 =22 ({1 > 21}) and
{f=2k+1}
Ifelly <250 (f > 2%)

gives

(=2 ) <ot @ (=2 [ esran

By,

Let ¢ = % be the exponent in the Sobolev inequality and v = 15 < 1,

ay := 27 (f > Qk) and by := ka |Vf|2 dp. Then the above inequality says,
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v 2(1—v)
ap1 < C'bray,

and summing this equation of k € Z then gives

v (1-v)
Yo=Y aus <Y Hal Y < (Z bk) (Z )
k k k k k

wherein we have used Holder’s inequalities with the conjugate indices 1/v and
1/(1 — v) in the last inequality. Since we are using counting measure, we also

have
2 2
lallz <> llally ax < llall}
k

which combined with the previous inequality gives
Sa<c(Tn) (Ta)
k k k

=C </|Vf|2du>y (Zak>2(1_y)

k

(g ak>2y_1 <o(/f IVfIQdu)V

Sa<c (/IVfl%lu)m-
k

2(1—-v)

which then shows

and hence

We also have

T =Z/

and it then follows that

k<f§2k+1

Fldp <Y 200 Dy (f > 2%) =27 ay,
k k

v

1£1l7 < 290" ( / IVf|2du>

which proves the Sobolev inequality (58.3). m

58.4 A Scale of Inequalities

In this section let ¢ : Ry — R, be an increasing function, for example ¢(t) =
ct*/™ and ¢(t) = clog(t) for t > 2.
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Definition 58.6 (S}). Given p € [1,00] and ¢ as above, we say S} holds
provided

LAl <

9 (
where Lip,(§2) denotes those functions f on M or V such that f is Lipschitz
and supp(f) C 2 and f =0 on 912
8.

(2N [V, for all 2 > [£2] < oo and f € Lipy(£2) (58.7)

Proposition 58.7. Suppose 1 < p < q < oo and S} holds then ng¢ holds.

Proof. Apply Sg to the function f%/? to find

17157 = 7ot < oten|[vsor| =oaen s |rervi|

where we should check that the approximate chain rule holds in the graph
case here. Now apply Holder’s inequality with

1 1 1

p q+pQ/(q—p)

to the last expression to find
q9-pr
Hfm/pfl)fo < ||Vl Hf<q/p—1>H vl (/ (f<qp)/p>pq“q"’)> v
P a pq/(q—p) a

— v/, ( / f") "I I

This gives

11127 < ¢<|9|)§ IV rI, A1
that is to say
If1l, < 6 (12) ]% w11, -

[
We now give some equivalent inequalities to SZ in the following theorem.

Theorem 58.8. We have

S5 <= (B zr < |Blar) 267 (r)
09| 1
Sy = |21 <9 (12))1092] (i-e. T 30a)

Si <= to the ¢ — Nash inequality

) for all reasonable (2

(up to constants) where the ¢ — Nash inequality is the inequality,
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[Filk
KB

The ¢ — Nash inequality is clearly equivalent to

2
0 (1712) = L2 < g2 forattp e cary 5 1), =1

()

where 0(z) = x/¢*(1/z).

Iflly < ¢ ( ) IVflly forall f € CZ(M). (¢~ Nash) — (58.8)

Proof. (S;O) Let f(z) := (r —d(wo,2)), = h,(d(zo,v)) where h.(t) =
max ((r —¢),0). Then

Fig. 58.1. Plot of h, when r = 3.

IV f(@)] = |l (d(z0, 2))[ |Ved(zo, 2)| = La(zg,e)<r
and || f|| ., = 7. So putting this function into (Sgo) then implies

r=[fllo <& (Bxo, ")) IVl = ¢ (| B(zo,7)])-
For the converse, if supp(f) C {2, then by the mean value theorem,
[flloe < () [Vl (58.9)

where in(£2) := (in radius of {2) is the radius of the largest ball contained in
2. To prove this last equation, let ¢ € 2 and y € 02, then by the mean
value theorem and the definition of in(f2),

[f(zo)| = [ (y) — f(zo)| < d(zo,9) [[VFlc <in(2) IVl
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This proves Eq. (58.9). Now suppose ¢(|B(z,7)|) > r holds for all  and r,
and let B(xz,r) C £2. Then since ¢ is increasing,

r < ¢(|B(x,r)|) < ¢(|02])

and taking sups over all B(z,r) C {2 we learn that in(£2) < ¢(|f2]). Using this
inequality in the estimate in Eq. (58.9) shows

[flloe <(2D IVl s

as desired.
(S;) Applying (S(})) to the function 1y, shows

2] = el < ¢ (1920) IV1all, = ¢ (1£2])[0£2],
as desired. For the converse, we have by the co-area formula, the above in-

equality and the fact that ¢ is increasing for any f with supp(f) C 2 and
positive that

IV fl = [ 100> ear> [ L

_ ¢ \f > 1)
s [ #U > 0d= s
(Sq%) Clearly (Sd2>) , l.e

£l < @ (LN IV [l for all supp(f) < 2

is equivalent to

. S |

A(2) = sup > .
pswp(pce fll;  rswntnce [fl5 @ (12D

Now suppose that ¢ — Nash of Eq. (58.8) holds. Since

1£13 = (£, 10)2 < If15 110l = |21 113

so that |£2] > ”;Hz Since ¢ is increasing ¢ (|2]) > ¢ (Hjﬁ”i) , so that ¢ — Nash
2 2

implies

2
£l < & (H;:) 1951, < 6 (12 V7],
2

which is (Sg) .
Conversely suppose (S3) holds and let f € C2°(M,[0,00)) and ¢ > 0 (¢ to
be chosen later). Then using f < 2(f —t) on f > 2t we find
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2 _ 2 2 2
/f _/f>2tf * f§2tf S4/f>2t(f t) e f§2tf
g4/<f—t>i+2t||f\|1

Now applying (Si) to (f —t)4 gives

[ =12 <o > IV 1413
< [(r=02 <007 >IIE <o (¢ I71) 19713
and combining this with the last inequality implies
[ £ <16 1) 19713+ 22011,

Letting € > 0 and taking ¢ = € Hf||§ / IIf]l; in this equation shows

[Fil&
cllfl

I1£1% < 4¢ ( ) IV £115 +2€ 1 £1I5

or equivalently that

s 4 (BN o
1713 < 5.0 ( H f|1§> 19713

Taking e = 1/4, for example, in this equation shows

2
112 < 86 (4” ”1> IV A1

B

which is ¢ — Nash up to constants. m

58.5 Semi-Group Theory

Definition 58.9. A one parameter semi group Ty on a Banach space X 1is
equicontinuos if || Ty|| < M for all t > 0.

Theorem 58.10. Let (X, 1) measure space, Ty a semigroup of operators on

LP(X,pu) for1 <p<oo and A := —%|0th so that Ty = e~ *A. Assume that

T,y S M <00 and || Ty oo < M < o0 for allt. Also that there exists

fh: ]71}_5_ — Ry such that [~ 9y < 00 and IN % = oo for all € € (0,00) such
a
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o (Hfllg) <Re(Af,f) forall f €D(A) > |fll, <M. (58.10)
Then T; is ultracontractive, i.e. ||T3||,_, ., < oo for allt > 0, and moreover we
have
T4 oo < m(t) for allt >0

where m satisfies

. / * dx
Remark 58.11. This type of result appears implicitly in Nash 1958. Also see
Carlen, Kusuoka and Stroock 1986 and Tmisoki in 1990.

Proof. Let f € L' with || f||, = 1 and so by assumption ||T;f]|, < M for
all t > 0. Letting I(¢) := |\th||§ we have using Eq. (58.10) to find

I'(t) = —2Re (AT.f, T f) < —20 (| T.f|3) = —20(1(1)).

I'(t) . . .
Thus —900) > 2 and upon integration gives

0o dx I(O)d—xii T I/(t)
/,m e<x>>2/1m 0) / o)

T [e%s)
z/ 2t = 2T:/ Az
0 m(2T) 0(z)

and therefore we have I(T) < m(2T) for all T. From this we conclude that

IT.fl5 = 1(2) < m(2t) || £]1}

showing || T3|[7_,, < m(2t).
We will now apply this same result to 7} using the following comments:

1. A* = —%\OT; and Re (A*f, f) = Re (f, Af) = Re (Af, f) we have
0 (I£13) < Re(Af, f) = Re(4"f, f) forall f € D(A") 5 ||f], < M.

(Actually I am little worried about domain issues here but I do not pause
to worry about them now.)
2. We also have

IT¢]l, .y = sup T3 fll, = sup sup (T} f,9)
I1£1l, =1 I1£1l,=1 llgll . =1

= sup sup [(f,Tig)l= sup |Tigll, <M.
lglloo=1 I £ll, =1 lgll =1
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Using these comments we have ||Tt*||§_}2 < m(2t) and hence by duality
again,

[ Tello oo = sup [|Tefllo = sup —sup [(Tif,9)|
1 1l5=1 17l=1llgl, =1

= sup sup [(f,T}9g)|
lall, =1 1171l,=1

= sup [[T7glly = [IT¢ ]l < Vm(20).

llgll,=1

Hence

ITill oo = 1Te/2Te2 |y o < [ Tiv2llaoc 1Tl

< /m(t)v/m(t) = m(t)

as desired. m
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Heat Kernels on Vector Bundles
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These notes are on the construction and the asymptotic expansion for heat
kernels on vector bundles over compact manifolds using Levi’s method. The
construction described here follows closely the presentation given in Berline,
Getzler, and Vergne, “Heat Kernels and Dirac Operators.”
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Heat Equation on R"

Let A = 37", 9*/0z? be the usual Laplacian on R™ and consider the Heat
Equation

(at - %A) w = 0 with u(0,2) = (), (59.1)

where f is a given function on R". By Fourier transforming the equation in
the 2 — variables one finds that (59.1) implies that

((% + % |§|2) a(t,€) = 0 with 4(0,€) = £(). (59.2)

and hence that 4(t,&) = e‘”f‘z/Qf(f). Inverting the Fourier transform then
shows that

u(t,) = F (TIE2f () (@) = (£ (e7H2) w ) (a).

Now by well known Gaussian integral formulas one shows that

£ (e—t|e\2/2> (z) = (zw)*“/ e e /21w qe — (mp) T/ = 1#1P/2t,

Let us summarize the above computations in the following Theorem.

Theorem 59.1. Let
p(t,z,y) == (2mt) V2 e~ leul /2 (59.3)
be the heat kernel on R™. Then
1
where 0, is the & — function at x in R™. More precisely, if f is a contin-

uous bounded (can be relaxed considerably) function on R™, then u(t,x) =
Jgn 2t 2,9) f(y)dy is a solution to Eq. (59.1) where u(0,z) := limg o u(t, z).
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Proof. Direct computations show that (8t — %Ax) p(t,z,y) = 0, see
Proposition 63.1 and Remark 63.2 below. The main issue is to prove that
limy o p(t, z,y) = 6,(y) or equivalently that limy fR" p(t,x,y) f(y)dy = f(x).
To show this let p;(v) := (27t) "% e~1**/2t and notice

[ tamf@ay 1@ < [ pan)fo) - @) dy

- / p@) |f (@ +v) — f@)dy.  (59.5)

Now for a bounded function g on R™ we have that

[ s = [ oo s [ gl

B(6)¢
< sup lg()|+ Il / pr(v)do
veB(d) B(d)¢

_ 52
< sup |g(v)|+Clgllye® /", (59.6)
veB(J)

where ||g||, denotes the supremum norm of g. Applying this estimate to Eq.
(59.5) implies,

< sup |f(z+v)— f(@)]+C|fllge /"
veB(J)

[ pttop sy - (o)

Therefore if K is a compact subset of R™, then

Htw sup

r€K /np(t,m,y)f(y)dy — f(x)

< sup sup |f(xz+v)— f(z)] > 0asd—0
veB(S) z€EK

by uniform continuity. This shows that lim;jou(t,z) = f(z) uniformly on
compact subsets of R". m

Notation 59.2 We will write (e'"?/2f) (z) for [o. p(t,z,y) f(y)dy.
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An Abstract Version of E. Levi’s Argument

The idea for the construction of the heat kernel for more general heat equations
will be based on a method due to E. Levi. Let us illustrate the method with
the following finite dimensional analogue. Suppose that L is a linear operator
on a finite dimensional vector space V and let P, := ¢!, i.e. P; is the unique
solution to the ordinary differential equation

d .
&Pt = LP, with Py = 1. (60.1)
In this finite dimensional setting it is very easy to solve Eq. (60.1), namely
one may take

Pt = EL .
k=0

Such a series solution will in general not converge when L is an unbounded
operator on an infinite dimensional space as are differential operators. On the
other hand for the heat equation we can find quite good parametrix (approx-
imate solution) to Eq. (60.1). Let us model this by a map t € Ry — K; €

End(V) such that Ky = I and

d
=Ky~ LK, = ~Ri. (60.2)

where ||R:|| = O(t*) for some o > —1. Using du Hamell’s principle (or varia-
tion of parameters if you like) we see that K; is given by

t
Kt = Pt — / Pt—sdeS = Pt — (QP)t’ (603)
0

where . ,
(Qf)t ::/0 ftiSRSdS:/O sttfst. (604)

We may rewrite Eq. (60.3) as K = (I — Q) P and hence we should have that
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=(I-Q) 'K = Z QK. (60.5)
m=0

Now a simple change of variables shows that (Qf):—s = f ft—rRy_sdr and

by induction one shows that
Q"f), = / Jt—smBRsp—sm_y - Rsy—s, Rs, ds (60.6)

tAm,
where

tA, ={s=(s1,82,-.-,8m) : 0<s1 <89+ < s, <t} (60.7)

and ds = dsidss . . .ds,,. Alternatively one also shows that
(QmK%::/' Ko R o R s Be o Reo ds.  (608)
Am

Equation (60.6) implies that

@)= [ fies (@), s (60.9)

Using this result, we may write Eq. (60.5) as

t t
P, =K, +/ K,_,Vids = K, +/ KVi_yds (60.10)
0 0

where

Z QmR _Rt+ Z/ Rt Sm .sm Sm—1 -~'R82—51R81ds'

- (60.11)
Let us summarize these results in the following proposition.

Proposition 60.1. Let « > 0, K, P, R= LK — K, Q and V be as above.
Then the series in Eq. (60.5) and Eq. (60.11) are convergent and Eq. (60.10)
holds, where P; = et is the unique solution to Eq. (60.1). Moreover,

ta+1

C
1P — K|, < ——e€

o | K|, >t = o' t), (60.12)

where || f||, == maxo<s<¢ | fs|-

Remark 60.2. In the finite dimensional case or where L is a bounded operator,
we may take K = I in the previous proposition. Then R; = L is constant

independent of s and
oo tm

Vi = Z mle+1

m=0
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which used in Eq. (60.10) gives the standard formula:

P=1+ tiwLmﬂdS_IJriﬂLmﬂ_em
L 0 m! - (m + 1)! o
m=0 m=0

Proof. From Eq. (60.6),

(@™ R),| =

/ Rt_s'm Rs'm_s'mfl et RS2_51R51 ds
tA,

< (Ct)(m+1)a/ ds :(Ct(x)m—l—lt_

tA, m'
Therefore the series in Eq. (60.11) is absolutely convergent and

— 1 a
|V;| < O™ Z ﬁ(ctoﬂrl)m _ CeCt +1toz.

m=0 "
Using this bound on V' and the uniform boundedness of K,

LeCto‘*l HKHt o+l
a+1

(60.13)
and hence P; defined in Eq. (60.10) is well defined and is continuous in ¢.
Moreover, (60.13) implies Eq. (60.12) once we shows that P, = et’. This is
checked as follows,

t t
AVU@A@§C£WWWMA@ﬂwm=

t t t
4 / Ki_Vds =V, + / Ky_JVads = Vi + / (LK — Ry_y) Vids
0 0 0
t t
—Vi+ L/ Koy Vods — (QV), = L/ Ko Vids + R.
0 0

Thus we have,

d : K
—Pt :Kt+L/ Kt,SVSdS—i—Rt
dt )

t
= LKt + L/ Kt—sVSdS = LPt
0
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Statement of the Main Results

Let M be a compact Riemannian Manifold of dimension n and A denote the
Laplacian on C*°(M). We again wish to solve the heat equation (59.1). It is
natural to define a kernel p(t,z,y) in analogy with the formula for p(t, z,y)
in Eq. (59.3), namely let

p(t,z,y) = (27775)_"/2 e T @y)/2t (61.1)

where d(x,y) is the Riemannian distance between two point z,y € M. We
may then define the operator Ty on C*°(M) by

T,f(x) = / plt.2.9) F(5)aAw). (61.2)

where A is the volume measure on M. Although, lim o T3 f = f, it is not the
case that u(t,x) = T3 f(z) is a solution to the heat equation on M. This is
because p does not satisfy the Heat equation. Nevertheless, p is an approximate
solution as will be seen Proposition 63.1 below. Moreover, p will play a crucial
role in constructing the true heat kernel p(t, x, y) for M. Let us now summarize
the main theorems to be proved.

61.1 The General Setup: the Heat Eq. for a Vector
Bundle

Let 7 : E — M be a Vector bundle with connection V. We will usually
denote the covariant derivatives on TM and FE all by V. For a section S €
I(E), let OS = tr (VI"M®EYES) be the rough or Bochner Laplacian on
FE and let

L:= %D + R,
where R is a section of End(E). We are interested in solving
(0y — L)u = 0 with u(0,z) = f(x), (61.3)
where u(t,-) and f(-) are section of I'(E).
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61.2 The Jacobian (J — function)

Definition 61.1. Let D : TM — R be defined so that for each y € M,
expy A = DXy where A = Ay is the volume form on M and A, is the volume
form on T, M. More explicitly, if {e;};_, is an oriented orthonormal basis for
TyM, then and v € TyM, then

D(v) = Aexp,(€1)v,exp,(€2)y - ., exp,(en)y)
= \/det {(expy*(ei)va expy*(ej)v) }ijl’ (614)

where exp, w, = | exp(v + tw). Further define J(z,y) = D(exp,*(z)).

Notice that J(-,y) satisfies

L1
expy <m>\> = )\y

Alternatively we have that J(z,y) = det (expy*(-)v) where v = exp, ! (z). To
be more explicit, let {e;};—; be an orthonormal basis for T, M, then

n

J(z,y) = \/det{(expy*(ei)v,expy*(ej)v)}i’jzl.

Remark 61.2 (Symmetry of J). It is interesting to notice that J is a symmetric
function. We will not need this fact below so the proof may be skipped. We
will also be able to deduce the symmetry of J using the asymptotic expansion
of the heat kernel along with the symmetry of the heat kernel.

Proof. Let w, € T),M, then
wde(x, J=2V(z,y),wy) = -2 (expyjl(w), wy)

where V(z,y) := 4|, exp(texp;'(y)) = —exp, (). Thus if u, € T, M,
then
upwyd* (z,y) = —2 ((expgl)* Uy, 'wy) .
Now
1 n
J(x,y) = det [(expgjl)*] = det [{—auiwde(x,y)} ]
ij=1
where {u;} and {w;} is an orthonormal basis of T, M and T, M respectively.
From this last formula it is clear from the fact that d(z,y) = d(y,z) that

J(z,y)=J(y,z). m

Lemma 61.3 (Expansion of D). The function J is symmetric, J(x,y) =
J(y, ). Moreover

1 )
D(v)=1— 6(Ric v,v) + O(v?)
and hence

J(x,y) = (Ric expzjl(x),expgl(x)) + O(d3(x,y)).
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The proof of this result will be given in the Appendix below since the
result is not really needed for our purposes.

61.3 The Approximate Heat Kernels

Theorem 61.4 (Approximate Heat Kernel). For z,y € M, let

Yy, (t) := exp, (t expy_l(x))

s0 that 7y, is the geodesic connecting y to x. Also let //¢(7s,y) denote parallel
translation along vz . (Read gy S Ypy.) Define, for (x,y) near the diagonal
ACMxMandk=0,1,2..., up(z,y) : B, — E, inductively by

1
whsr (2,9) = uo(2,9) / Fug (o (5).9) ™ (L) (o (5),y)ds for k=0,1,2...

(61.5)
and 1
u(2,y) = —=—=—=//1(Yay)- (61.6)
J(z,y)
Forq=0,1,2... let
q
E‘Z(tv xz, y) = p(ta xz, y) Ztkuk(xa y)v (617)
k=0
where ,
plt,z,y) = (2mt) " 2e= T (@v)/2t (61.8)
Then
(8t - LI) 2‘1<t7 €, y) = —tqp<ﬁ, Z, y)LJEU’Q<x7 y) (619)

Definition 61.5 (Cut off function). Let € > 0 be less than the injectivity
radius of M and choose W € C°(—€?,€?) such that 0 < W <1 and ¥ is 1 in
a neighborhood of 0. Set V(x,y) = ¥ (d*(x,y)), a cutoff function which is one
in a neighborhood of the diagonal and such that ¥(x,y) = 0 if d(x,y) > e.

Corollary 61.6 (Approximate Heat Kernel). Let k,(t, z,y) := ¥(x,y) Xy (¢, z, y).
Define
T(I(ty x, y) == (at - Ll’) kq(t’ €, y)7
then
|0y (t, -, )|, < Cta—/27127k, (61.10)

where ||r||, denotes the supremum norm of v and all of its derivatives up to
order [.
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61.4 The Heat Kernel and its Asymptotic Expansion

Theorem 61.7 (Existence of Heat Kernels). There exists a heat kernel
p(t,z,y) : B, — E, for L, i.e. p is a C* ~function in t and C* in (z,y) such
that

(0 — Ly) p(t, z,y) = 0 with limp(t, z,y) = 0a(y)id. (61.11)

Remark 61.8. The explicit formula for p(¢,z,y) is derived by a formal appli-
cation of equations (60.10) and (60.11) above. The results are:

p(t, z,y) = kq(t, z,y) +/0 /M kq(t — s, x, 2)vg(s, z,y)dA(2)ds (61.12)

where

e(s,2,Y) Zr $,,Y) (61.13)

1

and the kernels 7™ are defined inductively by where r* = r and for m > 2

(s,2,) / / — o, 2)r N, 2, y)dN(2)dr (61.14)

Corollary 61.9 (Uniqueness of Heat Kernels). The heat equation (61.3)
has a unique solution. Moreover, there is exactly one solution to (61.11).

Proof. Let u(t,z) := [,, p(t,z,y)f(y)d\(y), then u solves the heat equa-
tion (61.3). We will prove uniqueness of u using the existence of the adjoint
problem. In order to carry this out we will need to know that L¢ = %D B +RE:
I'(E*) — I'(E*) is the formal transpose of L in the sense that

/(Lf,g}d)\:/ (f,L'g)d\ (61.15)
M M

for all sections f € I'(E) and g € I'(E*). Here Og- is the rough Laplacian on
E*. Indeed, let X be the vector field on M such that (X,v) = (V,f,g) for all
v € T,, M. Then

(Vo X)) = Vu(V.f,9) = (Vo (V.f),9) +(V.[, Vog),

so that in particular

(vUX? ’U) = <v12)®vf7 g> + <vvf7 V'ug>

Let v = e;, where {e;} an orthonormal frame, and sum this equation on i to
find that

+(X) =(0f,9) +(V/,Vg). (61.16)
Using the Riemannian metric on M to identify one forms with vector fields,
we may write this equality as:
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+(V.f.9) = (0Of.9) +(Vf,Vg).

Similarly one shows that

+<fa v9> = <f7 Dg> + <Vf, v.g>a

which subtracted from the previous equation gives “Green’s identity,

(f;89) = @Of,9) =+ ({(f,V.9) = (V.f,9)) (61.17)

Integrating equations (61.16) and (61.17) over M, we find, using the divergence
theorem, that

/M<Df, g)dr = /M<f, Og)dX = — /M<Vf, Vg)dA.

R

Thus

1
[ wrai=3 [ ©rga+ [ ®7ga

1
—5 [ rogax+ [ (g Rgi= [ (fLtgan
2 M M
proving Eq. (61.15).
Suppose that w is a solution to Eq. (61.3) with «(0,2) = 0 for all z.

By applying Theorem 61.7, we can construct a heat kernel ¢; for Lt. Given
g € I'(E™), let

olt,z) = /M ar—+(2,1)9(y)dA(y)

for t < T. Now consider
d

@ J,, (ult2), (b 2))dA(z)

:/ (Lu(t,x),v(t,x))d)\(x)—/ (u(t,x), L'v(t, z))d\(z) = 0,
M

M

and therefore, [, (u(t,x),v(t,z))d\(z) is constant in ¢. Considering this ex-
pression in the limit that ¢ tends to 0 and 7" implies that

0= /M<O,U(O,:L')>d)\($) = /M<u(T,z),g(x)>d)\(x).

Since g is arbitrary, this implies that u(T,z) = 0 for all . Hence the solution
to equation (61.3) is unique. It is now easy to use this result to show that
p(t, z,y) must be unique as well. ®

Theorem 61.10 (Assymptotics of the Heat Kernel). Let p(t, x,y) be the
heat kernel described by Eq. (61.11), then p is smooth in (t,z,y) for t > 0.
Moreover if K7 is as in Corollary 61.6, then

||a£€ (p(ta ) ) - Kq(tv y >)||l = O(tqin/2il/27k) (6118)
provided that ¢ >n/2+1/2+ k.
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Proof of Theorems 61.7 and 61.10

In this section we will give the proof of Theorems 61.7 and 61.10 assuming
Theorem 61.4 and Corollary 61.6.

62.1 Proof of Theorem 61.7

Let { and k be given and fix ¢ > n/2+1/2+ k.. Let k(t,z,y) = kq(t, z,y) and
r(t,x,y) = rq(t, z,y) as in Corollary 61.6. Let

K, f(z) = /Mk(t,%y)f(y)dA(y) and R, f(z) := / r(t,2,9)F(5)AA().

M

Following the strategy described in Section 60, we will let v(¢,z,y) be the
kernel of the operator > °_ Q™R, where Q is as in Eq. (60.4). That is

o0
v(s,z,y) Zrmsxy (62.1)
m=1

1

where r* = r and for m > 2

" (s,2,y)

= / / 7(8 = Sm—1, T, Ym—1)7(Sm—1 = Sm—2,Ym—1,Ym—2) - - - 7(51, Y1,y )dsdy
m 1 Mm—1

/ A (s =) “(r, 2, y)dA(2)dr (62.2)

and dy =dA(y1) . .. dA(ym ). The kernel ™ is easy to estimate using (61.10) to
find that

[0k (s, )|, < (csq—”/2)m s~k ol (M) ™=/ (m — 1)!
= Cm AT/ D= 2=ky o (M) s (m — 1)) (62.3)
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and from this it follows that > °_; H@frm(s,-,~)Hl = O(sla=n/2)=1/2=k),

Therefore, v is well defined with 9%v(s,z,y) in I;.
Proof. Let p(t, z,y) be the kernel of the operator P; defined in Eq. (60.10)
ie.
t
o) = Kto)+ [ [ M- oG (624
0o Jum
t
=k(t,z,y) +/ / k(s,x, z)v(t — s, z,y)d\(z)ds. (62.5)
0o Jm
Using Eq. (62.5), we find (since 0;v(0, z,y) = 0) that
t
Oplta) = ok(t.r9) + [ [ Koz 20— sz p)dN)ds
= Lyk(t,z,y) —r(t, z,y)

/ / 8,x, 2)0p(t — 8, z,y)d\(2)ds (62.6)

More generally,

t
dip(t,z,y) = Bik(t,z,y) + / / K(s,, 2)0i0(t — 5,2, y)dA(2)ds,
0 M

from which it follows that 8§p is continuous in I} for all ¢ < k. Furthermore,
01t = Biktt.w )|, < € [ 0iute = 5.0 ds
t .
< C/ (t— S)q—n/2—l/2—z ds
0

= O(ta—n/271/2=iHLy), (62.7)

To finish the proof of Theorem 61.7, we need only verify Eq. (61.11). The
assertion that limy o p(t,z,y) = d4(y)id follows from the previous estimate
and the analogous property of k(t, x,y). Fubini’s theorem and integration by
parts shows that
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¢
/ / k(s,x,z)0w(t — s, z,y)dA(z)ds
e JM
== [kl 2ot - 5,2 0)dA() [
M
¢
+/ / Osk(s,x, 2)v(t — s, z,y)d\(z)ds
e JM
:/ k(e,z, 2)v(t — €, z,y)dA(2)
M
¢
+/ / (Lyk(s,z,z) — r(s,z,2))v(t — s, z,y)dA(z)ds
e JM
:/ k(e,z, 2)v(t — €, z,y)dA(2)
M
¢
—&—Lx/ / kE(s,x,z)v(t — s, z,y)d\(z)ds
e JM
¢
—/ / r(s,z, 2)v(t — s, z,y)d\(z)ds.
e JM

Making use of the fact that K is uniformly bounded on I and that the strong—
lim¢jg K. = I, we may pass to the limit, e — 0, in this last equality to find
that

/Ot /M k(s,x,2)0w(t — s, z,y)dA(z)ds
=uv(t,z,y) + Ly /Ot /M k(s,z, 2)v(t — s, z,y)d\(z)ds
- /Ot /Mr(s,x, 2)u(t — s, z,y)dA\(z)ds

= r(t,2,) + Lo / /M K(s,z, 2)u(t — s, 2, y)dA(z)ds,
(62.8)

wherein the last equality we have made use of equations (62.1) and (62.2) to
conclude that

olt,@,y) — / /M r(s,, 2)u(t — 5,2, 5)dA(2)ds = r(t, 2, ).

Combining (62.6) and (62.8) implies that (0; — Ly) p(¢t,z,y) =0. m

62.2 Proof of Theorem 61.10

Because ¢ in the above proof was arbitrary, we may construct a kernel p(t, z, y)
as in the previous section which is CV for any N we desire. By the uniqueness
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of p, Corollary 61.9, the kernel p(t, z,y) constructed in the proof of Theorem
61.7 is independent of the parameter g. Therefore, by choosing ¢ as large, we
see that p is in fact infinitely differentiable in (¢,z,y) with ¢ > 0. Finally the
estimate in Eq. (61.18) has already been proved in Eq. (62.7).
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Properties of p

For the time being let y € M be a fixed point and r(z) := d(z,y). Also let
v(z) == exp, ' (2), 7. (t) := exp(tv(z)) and V be the “radial” vector field,

V(z) = Vy(z) = %\1 exp(to(z)) = //1(72)v(x), (63.1)

where //+(7:) is used to denote parallel translation along 7, up to time t.
Notice that V is a smooth vector field on a neighborhood of y. To simplify
notation we will write p(t, x) for p(t, x,y), i.e.

p(t,z) = (2mt) M2 e @)/2 (63.2)
The main proposition of this section is as follows.

Proposition 63.1. Fiz y € M,let J(x) = J(x,y) (see Definition 61.1 above)
and p(t,x) be as in Eq. (63.2), then

1 1 1
<6t - §A) p= %raan/é)rp— % (VindJ)p
1
=5 (V-V—=n)p. (63.3)

Remark 65.2. If M = R™ with the standard metric, then V(z) =z, V-V =n
(and J = 1) so that

p(t,x) = (27Tt)_n/2 e~ /2

is an exact solution to the heat equation as is seen from Eq. (63.3). Moreover,
the constants have been chosen such that fR" p(t,z)dx =1 for all t > 0. From
this fact and the fact that (2mt)™/?e~*"/2 has most of its mass within a

radius of size order /%, it follows that lim,|o p(t, x) = &(z). Similar statements
hold for p(t, z) given in Eq. (63.2).
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In order to prove the Proposition we will need to introduce some more
notation which will allow us to compute the Laplacian on radial functions
f(r), see Lemma 65.3 below.

Notation 63.3 (Geodesic Polar Coordinates) Let y € M be fized,
r(x) == d(z,y) and 0(x) := exp,'(x)/r(x). So that (r,0) : M — Ry x S,
where S = S, is the unit sphere in TyM. We also write Of /Or = g.(r,0)
when f = g(r,0). Alternatively,where

of/or = %Vf = %% 1f(expy(texp;1(~))) (63.4)
= %|of(expy((r+t) 0) (63.5)

and V is the vector field given in Eq. (63.2) above.

Notice that with this notation exp,'(x) = r(z)0(x) and J(z,y) =
D(r(z)0(x), y)-

63.0.1 Proof of Proposition 63.1

We begin with the logaritheoremic derivatives of p,

r
O Inp(t,z) = ~5 + o
and —_
r 1
Therefore,
1
Ap =V (pVinp(t,z)) = =5V - (pV)
1 2 o ’7‘2 1 2
t_2|V| P—;PV 4 P(t—Q—Q—tAT)
and hence
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63.0.2 On the Operator Associated to the Kernel p

We now modify the definition of T} in Eq. (61.2) by inserting the cutoff func-
tion % as in Definition 61.5, that is let

T,f(z) == /M b y)p(t,,y) F(y)dA(y). (63.6)

We will end this section with some basic properties of T;.

Theorem 63.4. Let Ty f be as in Eq. (65.6). Then fort >0, T, : C(M) —
C>(M), for each l, there is a constant C; such that ||Tif||, < Ci || fl|, for all
0<t<1andf e C(M) and moreover lim o |T3f — f|, = 0. Here, || f],
denotes the sup—norm of f and all of its derivatives up to order l.

Proof. First off, since ¥ (z,y)p(t, z,y) is a smooth function in (x,y), it
is clear that T} f(x) is smooth. To prove the remaining two assertions, let us
make the change of variables, y = exp, (v) in the definition of T} f. This gives,

Tif(x) = /B ( )w(w,expx(v))p(tfc,expz(v))f(expx(v))D(v)dv
- / W (of?) (2mt) "% T fexp, (v) D(w)dv
T. M
where B, (€) be the ball of radius € centered at 0, € T,,M. Now let u(z) be
a local orthonormal frame on M, so that u(z) : R® — T, M is a smoothly
varying orthogonal isomorphism for x in some neighborhood of M. We now

make the change of variables v — u(x)v and v — v/tu(z)v with v € R™ in the
above displayed equation to find,

Tof(@) = [ () exp, ule)o) Dla(e)olp(0)do (63.7)
= [ el fexp, (wl)VE) D) Viom)do (639

where py(v) := (27rt)7"/2 e—lvl?/2t,

Suppose that L is a [ 'th order differential operator on M, then from Eq.
(63.7) we find that

AT @) = [ Qo)L e, (ufe)o) Dl (o)
from which we see that
(T @) < QDI [ po)do = QD 6],

This shows that ||T:f]], < Ci || f]], -
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Using the product and the chain rule,

L [ (expy (u(z)v)) D(u(@)v, x)] = Y a(@, v) (Lrf) (exp, (u(z))),
k

where ay(z,v) are smooth functions of (z,v) with |v| < € and Ly are differ-
ential operators of degree at most [. Noting that

= Zak(ac,()) (Lrf) (2),
k

we find that
| (LTif) (x) = Lf ()]
<§:/
Applying the estimate in Eq. (59.6) to the previous equation implies that

IILTef = Lfllo

<Cfl e/ + > sup sup
L VEB(6) @

) (L1 ) (expy (u(w)v)) )
—ax( xkO) (Lrf) (z) ’W(v )pe(v)dv.

ar(z,v) (L f) (exp, (u(z)v)) )
—ay(z,0) (Lxf) (z)

and therefore

Ty of[LT3f — Lfllo < sup sup
L VEB(S) =

ar (2, v) (L f) (exp, (u(z)v)) ‘
—ay(z,0) (Lrf) (2)

which tends to zero as § — 0 by uniform continuity. From this we conclude
that hmtlo Hth — f||l =0. m
To conclude this section we wish to consider limy (0 — %A)Tt

Theorem 63.5. Let T; be as above and S be the scalar curvature on M. Then
0Ty = (%A - %S)Tt + O(V/t). So if we used Ty for K in the construction in
Proposition 60.1, we would construct e!(A/2=5/6) rather than et4/2.

Proof. We will start by computing,
1
(O — §A)th($)
1
= [ 0= a0 et )aNw)

- [ v - ;Am, 2,9) (1)dAy) +O(),

= [ vz @m I a)ole) i@ +0e™).  (©39)
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Using Lemma 61.3, we find when z = exp, (v), that

(Vy(z)InJ(-,y)) = 0y In D(v) = 9, In(1 — % (Ric v,v) + O(v?))

1

= 0y G (Ric v,v) + O(v?))

= —= (Ric exp, ' (z),exp, (z)) + O(d’(z,y)).

Wl =

Using the symmetry of J or by direct means one may conclude that
(Ric expy_l(x), expy_l(x)) = (Ric exp; ' (y),exp; ' (y)) +O(d*(z,y)) (63.10)
so that
(Vo) T(9) =~ (Ric exp; ' (v), exp; (1) + Oz, ).

To check Eq. (63.10) directly, let ~,(¢) = exp(tv) and notice that

d . . . . .
= (Ric 3(),4(1)) = (V4 Ric (1)), 4(t)) = O(v).
Integrating this expression implies that (Ric 4(1),4(1)) = (Ric v,v) + O(v?).
Taking v = exp, *(y) implies Eq. (63.10).

Using this result in (63.9) and making the change of variables y = exp, v
as above we find that

(0 — %A)th@)

11 e—lvl?/2t

=-3% - !P(|U|Q)W {(Rlc v,v) + O(v?’)} f(exp,(v))D(v)dv
+O(t>)

= o {S@F@+ 06} =~ 5@ ) + 0.

Therefore, ,T; = (34 — +5)T, + O(Vt). ™
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Proof of Theorem 61.4 and Corollary 61.6

64.1 Proof of Corollary 61.6

We will begin with a Proof of Corollary 61.6 assuming Theorem 61.4. Using
Eq. (61.9) and the product rule,

Tq(tvxay) = (875 - LT) Kq(ta l‘7y)
= ¢($, y) (at - LI) Eq(t’ €, y)
1
- §Az¢($7y)2q(ta$, y) - VVx¢(x,y)EQ(t7x7y)
= —tqw(Ly)p(t7x,y)Lzuq($,y)

1
- 5411/)(%?/) Eq(t,.’b,y) - Vv,w(x,y)zq(t,%y)~

Let € > 0 be chosen such that i(z,y) = 1 if d(z,y) < e. It is easy to see for
any [ that

1 —€
atk <§Ax7/}($7y) Yt x,y) + sz¢(x,y)2q(t,z,y)) ' =0(e /3t)’
l

where || f|, denotes the supremum norm of f along with all of its derivatives
in (z,y) up to order [. We also have that

1t99(x, y)p(t, z, y) Lyug(z, )| < Ca—n/2,
Furthermore, if W is a vector field on M, then by Lemma 65.4,

’er—lf/zt‘ _ '_ (V,w) o—d?/2t

< |W|§e—d2/2t
t t

1 d 2 € /2
— w e—d /2t< )
i iVl
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Similarly we have the same estimate for

2 .
Wye_d /2’5‘. Let us now consider

higher order spatial derivatives, for example

Unye—d2/2t = -0, ((V, W)e—d2/2t) _ (Uy(V, W)e—d2/2t + (V,w) Uye—d2/2t)
t

t t

from which we find that

2
< §€7d2/2t +C(Z_267d2/2t <

’Unyefdz/Qt

~la

Continuing in this way we learn that
He—dz/th <ctl2,
l

Let us consider the t—derivatives of p(t,z,y),

n d?
apl=|—pl=+—=)| < Ct™/? L,
0upl = | = plg: +35)] <
Similarly,
n d? n d?
82 — e il e P N\2 < Ct_n/Qt_Z.

Continuing this way, one learns that |0Fp| < CCt~("/2+k) Putting this all
together gives Eq. (61.10).

64.2 Proof of Theorem 61.4

Proposition 64.1. Let y € M be fized, r(z) = d(z,y), J(z) = J(x,y), V and
p(t,x) be as above. Suppose that g(t,x) : E,, — E, is a time dependent section
of hom(E, — E) and u(t,x) = p(t,z)g(t,x). Then

1 1
(O —L)u=p <8t _L+Z (Vv—i- §T81nJ/8r>> g

1
where 1
S=Vy+ araln J/or. (64.2)
Proof. First let us recall that

O(pg) = trV%(pg) = tr (V?pg +2Vp @ Vg + pV?g)
= Apg+2Vy,g+ plyg
=Apg+2pVvin,g + plg
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and that ) -
— o2 -
Vlnp—V( QtT) ;"
Hence
1
<3t 3 > —pRg
<8t - —A> Pg—=pPVvimpg+p(0:—L)g
1
= 5; (rdnJ/0r)pg + —vag+p(8t L)g
=p (815 — L+ n (Vv + 57‘8111J/67°)) g
| ]
Now let
q
gq(t, ) = > thug(x) and Ty(t, ) = p(t, )g,(t, 7) (64.3)
k=0

where ug(z) : E, — E, are to be determined. Then

1 q
<8t o L) 9= {t"" (kup + Sup) — t* Luy }

k=0
1 =
= ?SUO + Ztk ((k+ 1)uk+1 + Supy1 — Luk) - thuq.
k=0

Thus if we choose 1 such that
1
Sug(z) = (VV + §V1n J> up(x) = 0. (64.4)

and uy such that
(S+k+Dugy1 — Lug =0 (64.5)

then (8t + %S — L) g = —t?Lu, or equivalently by Eq. (64.1),
(0 = L) kg = (0 — L) (pg) = —t*pLug. (64.6)

Let us begin by solving (64.4) for ug. For z,y € M, let y(t) = v, (¢t) :=
exp, (t exp;l(ac)) so that 7, , is the geodesic connecting y to x. Notice that
V(v(t)) = t7(t) and therefore Vy = ¢V ;). Therefore, the equation Sug = 0
is implies that

(gl + 5t | T 0] w2 () =0
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or equivalently that

(% tya 1nJ<%,y<t>>) {//00re) ol ()} = 0. (64.7)

We may solve this last equation to find that

//t("/x,y)_luo(')’z,y(t)) = —up(y)

and hence that 1

uo(z) = //1(Va,y) ——=—="10(y)-
J(z,y)
Since we are going to want u to be a fundamental solution, it is natural to
require the ug(y) = Idg,. This gives a first order parametrix,

1
ko(t,z,y) :== mﬂ(t,fvayﬁ(%y) DBy — By,

where
T(2,y) = //1(Yay) and p(t,z,y) = p(t,z) = (2rt) "/ e @0)/2L,

This kernel satisfies,

1
(at - LCC) ko(t,iﬂ,y) = —p(t,m,y)Lm (\/ﬁ,r(xvy)> .

Proposition 64.2. Let y € M be fized and set, for x near vy,

1
uo(z,y) = //1(Vay) —F—- (64.8)
J(z,y)
Then wug(z,y) is smooth for (x,y) near the diagonal in M x M and
Szuo(x,y) = 0.

Proof. Because of smooth dependence of differential equations on initial
conditions and parameters, it follows that ug(z, y) is smooth for (x, y) near the
diagonal in M x M. To simplify notation, let ug(x) := uo(z,y), 7(z) = 7(z,y),
and J(z) = J(x,y). We must verify that Sug = 0. This is seen as follows:

1
Vyvug(xz) =Vy (wT($)>

11 1
=3 (VInJ) (z)r(z) + %Vw(m)
1 1
=T {er(gc) -3 (VinJ) (ac)r(at)}
1
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since

Vor(w) = r(@) (e (8) = @) 1/ o) = O
Hence .
Sug(x) = Vyup(z) + 5 (VInJ) (z)ug(x) = 0.
]

We now consider solving Eq. (64.5). Fixing = and y and letting ~(t) :=
Yay(t), Eq. (64.5) may be written as

v 1.d

(fa + 5t J(y(8) +k+ 1) ur1(Y(t) = Luk(y(t)) = 0

or equivalently that

( g )+ k“)//x )k (50— /i)™ T (6)) = 0.

(64.9)
Letting f be a solution to
(& - 557000 - 22 50 =0
it follows that Eq. (64.9) may be written as
L0/ ) S0 ey -
y () e (V)] = ==/ ()T Lk (v(1)) = 0. (64.10)

We now let f be given by

f(t) = exp (/ B%lmJ( ())+$] dt)
= exp (%an(y( )+ (k+1) lnt> VI,

Integrating (64.10) over [0, ¢] implies that

f(r)
F0/7e) w00 = [ L9110 Eunr (e
Evaluating this equation at t = 1 and solving for w41 (z) gives:

= ! x (kH) -1 U S S
wpn (z) = m( y>/ VIOW)SSTT ) ) Ly (y(s))d

1 (Y / Ty (8)9)/ /5 (o)~ Ltk (ay (5)) s
(64.11)
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Theorem 64.3. Let ug(x,y) be given as in FEquation (64.8), and define the

smooth sections ug(x,y) inductively by

1
whia (2,) = w0(z,9) / Fug(ag (5),9) M Lon (o (3).p)ds (64.12)

fork=10,1,2,.... Then uy solves Eq.(64.5).

Proof. Let us begin by noting that Eq. (64.11) and (64.12) are the same
equation because

1
UO(’Yx,y(SL y) = m//s(%@y)-

Let 2,y € M be fixed and set y(t) = 74,(t). Since v, ,4)(s) = 7(ts) and
//s(Vy ) = //1s(7),it follows that

wkis (1(8), ) = wo((8). y / KU/ TOE) 0/ ea(r) ™ Lt (1(t5), y)ds
I / kST D)/ o (7)) Lot ((r), y)dr.

From this equation we learn that

(Vyuole) + 5 (VInT) () + &+ Dugsa (2, 9)
= (13 + 3t IO ++1) e (6(0)

= (o) [ PVTEE ) ), )i
= ug(2,y)VJ(v(r),9)/ /1(7) " Loun(z, y) = Lour(z,y),

wherein the second equality we have used the product rule and the fact that

vV 1.d -
<%+2%1 6 <>>+k+1>t (4 (1), ) = 0

which is verified using Eq. (64.7). =
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Appendix: Gauss’ Lemma & Polar Coordinates

Lemma 65.1 (Gauss’ Lemma). Let y € M,v,w € Ty M, then

(exp*y Uy, exp*y w’U) (U, w)y

exp(v)
Proof. Let X(t, s) := exp(t(v + sw)), then

L 50,0, 3(4,0) = (L 5(1,0), (1)) + (5(t,0), L 57(1, 0))

dt dt dt
. v . 1d . )
= (X(¢,0), -l 2(t, 5)) = 5 7-lo(X(2, 5), 2(2, 5))
1d -
§£|0 |v+ sw|” = (v, w).

Combining this equation with the observation that (X'(¢,0), 3 (¢,0))|;=0 = 0
implies that _
(2(1,0), 2'(1,0)) = (v,w)o.

Corollary 65.2. Suppose that y € M and choose § > 0 such that exp,, is
a diffeomorphism on B(0,,6). Then d(z,y) = ‘exp;l(x)’ forallz € V :=
exp, (B(0y,0)) .

Proof. Let o(t) be a curve in M such that ¢(0) = y and o(1) = . Suppose
for the moment that o(t) is contained in V' and write o(t) = exp,(c(t)). Set
u = ¢(1)/]c(1)] and decompose c(t) = (c(t),uw)u + d(t) where (d(t),u) =
0.Then

50 =[xy eey]” = [expy ((E(6), whueg + )|
= exp, (0), et |” + [exp,. (d(D)ecr)) ‘2

= 1600 0) + [expy (0w )| et )
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From this we learn that
1
Length(o / (¢ |dt>/ (¢ |dt>/ (e(t), w)dt = |e(1)].
0

That is Length(o) > |exp,*(z)|. It is easily to use the same argument to
show that if o leaves the open set V' then Length(o) > § > ’exp;l(x)} and
hence Length(o) > }exp x)| for all path o such that o(0) = y and o(1) = a.
Moreover we have equality if o(t) is the geodesic joining y to z. This shows
that

d(z,y) = ir;f Length(o) = |exp;1($)| )

|
For more on geodesic coordinates, see Appendix 67.
65.1 The Laplacian of Radial Functions

Lemma 65.3. Let r(z) := d(z,y) and J(z) = J(x,y) as in Definition 61.1.
Then

Af(r) = o (Jrmtf(r)) JOr — )+ (n— 1 9dlnJ

Ty T - + g > f(r).  (65.1)
We also have that
Af(r) = f'(r) + ——f'(r) (65.2)

and that

1
Ar2:2V-V:2<n+ra DJ).
or

Proof. We will give two proofs of this result. For the first proof recall that
if {z%} is a chart on M, then

AF = gl 65.3

\/_321 (\/Z]g 82 ) ’ (65.3)
where ds? = g;;dz'dz?, g" is the inverse of (g;;) and V9 = +/det(gi;) We
now choose the coordinate system z to be z™ := r, and 2z* := ' o 6, where

{ozi}Z:ll is a chart on S = S, C T,M. We now need to compute g;; in this
case. Let us begin by noting that 9/9z" = XDy (T%‘g) fori=1,2,...,n—1
and 0/0z" = 0/0r = exp,, (4£lo(r +t)0) . By Gauss’ lemma, it follows that

. . h O h—l 0
ds* = dr® + hyj(r,0)d0'do7, ie. g = [0 1} Therefore g=% = { 0 1] and
V3 =Vh.Soif F = f(r) = f(z"), it follows from Eq. (65.3) that
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Lo im0 p\_o L9 (g0
Afr) = ﬁ@ <\/§g oz" F) VRO (ﬂﬁz” F)
= )+ 2R . (65.4)

So to finish the proof we need to describe V9= VR in terms of J. In order to
do this, let us notice that D in Eq. (61.4) may also be expressed as

/\(exp* (wl)v7 eXp*('IUg)U .., €XPy (wn)v>
Ay(wi,we, ..., wy)
B det { (expy* (w;)y, €Xp,. (wj)v) }ijl
det {(wi, wy)}; -, ’

where now {w;} is any oriented basis for T, M. From this expression it follows
that

D(v) =

(65.5)

4,5=1

9, 0 et
K(0) = \/det { (wbv @b) }i’j_1~

Using these expression in Eq. (65.4) along with the observation that
0K (0)/0r = 0 proves Eq. (65.1).

(Second more direct Proof.) Let (p,w) denote a generic point in Ry x S
and dw denote the volume form on § =S, C T}, M. Then

/ f(r,0)d\ = fDdx,
M Ty M

Vi= D<r0>\/det { (%9%0) } — Iy K ()

where

— [ Hpw)D(po)" dpd,
Ry xS
where f(pw) := f(p,w). Therefore,

| Arwstr.0)ix =~ [ (V5,900 ax
M M

=— [ [f(r)9g(r,0)/0rdX

M
= —/R Sf’(p)ﬁg(p,w)/ﬁpD(pw)p"‘ldpdw

:/ 9 (f'(p)D(pw)p" ") /0p

R xS D(pw)pm—!

:/ o (f/(r)Jrm=1) Jor
M

Jrnfl

9(p,w) D(pw)p"™ " dpdw

g(r,0)dA,
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which proves Eq. (65.1).
To prove Eq. (65.2), we compute more directly:

Af(r) =V V@)=V (f(r)d/or) =V - (f/ff) v)
_(2LWN (D) LGy
(3 (3

r

which proves Eq. (65.2).
In particular we have that Ar?2 =2V -V and

A2 — o (n—l +8an) 2r_2<n+T81nJ)

r or or

|
Lemma 65.4. Let r(x) := d(z,y) as above, then
Vr?(z) = 2r%(x),

Vr? =2V

and
V-V({y) =n.

Proof. We first claim that |[V| = r. Moreover,

Vid(e) = 2hre(0) = Thir(@) = 2°(a).

That is to say Vr? = 2r2. Moreover, if w € T, M is perpendicular to V(x),
then wr? = 0 so that Vr? is proportional to V. One way to argue this is
that V(x) points in the direction of maximum increase of 2 by the triangle

inequality. Hence
V2, V) 2r2
vr? = (—’V ==V =2V
B AD I
If we do not like this explanation, then use Gauss’s lemma I guess. Come back
to this point.
Now we wish to compute Ar? = 2V -V. We would like to at least do this at
x = y. To this end, let us work out V,,V for w € T,,M. Setting o(t) = exp(tw),
we find that

d 1 _d -1 —
VoV = T o/ /i (a)V(e(t)) = 7 o/ /v (0)//e(o)tw = w.

Therefore V- V(y) = Y1, (Ve,V,€;) = n and hence Ar?(y) =2n. m
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The Dirac Equation a la Roe’s Book

In this section, we consider the Dirac equation:
0tS =4DS with St:() = SQ given. (661)

Here D = «.,V,, is the Dirac operator on some spinor bundle over M. The
most interesting statement made by Roe about the Dirac equation is it’s finite
speed of propagation property. Given a compact region {2 C M with smooth
boundary and a solution to Eq. (66.1), let

/|St )2z

be the energy of S; in the region (2. Let us begin by computing the derivative
of EQ.

Lemma 66.1. Let {2 C M be a compact region with smooth boundary, and S
be a solution to Eq. (66.1). Then

d

Z Eolt —z/ V. Xtd)\—z/ (X;, N) do, (66.2)

where Xy is the smooth vector field on M such that (X:,Y) = (yySt, St) for
all vector fields Y on M and N is the outward pointing normal to 2 and o is
surface measure on (2.

Proof. Differentiating under the integral sign implies that
d . .
L= [ {(505)  (505) o
- / {(iDS, S) + (S,iDS)} dA
Q
i / (DS, S) — (S, DS)} d\ (66.3)
Q

- / Im (DS, §) dA (66.4)
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We also have,
(ViX,) = Vi(X,") = Vi (1.5, 5)
= ((V.7).5,8) + (1 V.S, 8) + (7.5, V..5)
= (1.V.5,8) — (5,7.V.9),

where we have made use of the fact that Vy = 0 and v = —vyx. Taking
* = ¢; and - = e¢; and summing on ¢ in the above equation implies that
V-X=(DS,S)—-(S,DS). (66.5)

Combining Eq. (66.3) and (66.5) along with the divergence (Stoke’s) theorem
proves Eq. (66.2). m

Corollary 66.2. The total energy E(t) = Ep(t) remains constant and solu-
tions to Eq. (66.1) are unique if they exist.

We now want to examine how Eg(t) depends on (2.

Lemma 66.3. Suppose that 2 C M is as above and ¢; : 2 — M 1is a one
parameter family of smooth injective local diffeomorphisms depending smoothly
ont and let 2 := ¢4(12). Also define a vector field Yy on 2y by ¢y = Yy o ¢y,
ie. Yy =gy o o7t If f 2 M — R is a smooth function, then
4 fdx= [ V-(fYy) d\= f(Y;,N)do, (66.6)
dt Jo, 2 a9

where again N is the outward pointing normal to 082, and o is surface measure
on (.

Proof. Since

/gtfd“/w)”:/ﬁ(ﬂ):/Qfocbtw,
— [ fosiaix
%foéf’t:)/}foqﬁt and

L 612 = 07 (div, +ivd) ) = 6 (V- Vi),

it follows that

d

G | gan= [ vireosins [ oo (v-vy

=/ Yifa+ [ fV-via
2 2,

=/Qtv-<fyt>x
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from which Eq. (66.6) follows. m

Fix a point m € M and let B(m, R) be the geodesic ball centered at
m € M with radius R. If we believe that the speed of propagation of the
Dirac equation is 1, then we should have

e(t) == / AR (66.7)
B(m,R—t)

is non-increasing as t increases to R. The reason is that, we are shrinking the
ball at a rate equal to the speed of propagation, so no energy which was in the
wave at time T outside the ball B(m, R—T') can enter the region B(m, R —t)
for t < T. We will now verify that e(t) is non-increasing.

Proposition 66.4. For R smaller than the injectivity radius of M, the func-
tion e(t) in Eq. (66.7) is non-increasing as t increases to R.

Proof. Let ¢; : T,, M — M be given by ¢:(v) = exp(tv) and Y; be
the locally defined vector field on M such that ¢;(v) = Y; o ¢y(v) for all v
small. Since ¢;(D) = B(m,t), where D is the unit disc in T;,, M, we have that
(Y, N) =1, by Gauss’s lemma. So By Lemmas 66.1 and 66.3,

ety :i/ (Xt,N)dcr—/ 1, 2(Yi_s, N) do
dt OB (m,R—t) OB (m,R—t)

:i/ (Xt,N)da—/ 15,2 dor
OB(m,R—t) OB(m,R—t)

(X0, N)| = (7w, S)| < hwS|IS| < |57

since N is a unit vector and vy is an isometry. (Recall that vy is skew adjoint
and 7% = —I.). This shows that

%e(t) =—Im

Now

(Xt,N)da—/ |S¢|* do

dB(m,R—t) OB(m,R—t)

g/ 15 da—/ 19,2 do = 0.
OB(m,R—t) OB(m,R—t)

Corollary 66.5. Suppose that the support of Sy is contained in 2. Then the
support of S; is contained in

2y :={xeM:dx,m)<t forallm e 2}.

~ Proof. By repeating the argument and using the semi-group property of
e*P we may and do ‘assume that ¢ is positive and less than the injectivity
radius of M. Let = ¢ (2, so that there exists R > ¢ such that B(z, R)N {2 = 0.

By the previous proposition, e(7) := [, (e, R—7) |S;|? d\ is decreasing and hence
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/ 15412 dX = e(t) < e(0) :/ |So|* dX = 0.
B(vaft) B(:E,R)

This shows that S; =0 on B(x, R —t) and in particular at z. m

66.1 Kernel Construction

Lemma 66.6. Suppose that U C RY is a open set and A : L?>(E) — C™TY(U)
is bounded linear map. For each x € U, let T,, € L*(E) such that (T,,S) =
AS(z) for all S € L*(E). Then the map x € U — T, € L*(E) is C" -
smooth. Moreover, we have estimates of the derivatives of x — T, in terms of
the operator norm ||A|,, of A as an operator from A: L*(E) — C™(U).

Remark 66.7. The above Lemma may has well been formulated with L?(E)
replaced by an abstract Hilbert space H. The proof given below would still
go through without any change.

Proof. First notice that
(T — Ty, 9)| = [AS(z) — AS(y)| < [VAS|ul|z -yl
< |AS|cvwylz =yl < CIS|L2(mylz —yl,

which shows that |T, — T} |12 < C|z — y|, so the T' is continuous. Let us
now consider the directional derivatives of T,. For z € U and v € RV, let
BS(z,v) := 0,AS(z). As above there exists T, € L?(E) such (Ty,,S) =
0, AS(z) = BS(x,v) for all S € L?(E) and moreover (z,v) — T}, is locally
Lipschitz continuous and linear in v. Indeed,

|(To0 = Ty, S)| = [0vAS(z) — 0, AS(y)| < |AS|C2(U) |z — yl|v|
< | Allop 15122 () | = yl[v]-

That is to say, * € U — T,,. € B(RY,L?(E)) is a Lipschitz continuous map.
Now let z € U and v € RV, then

1
G@m—I;S):AS@+wO—AS@):/‘mAS@+¢mﬁ
0

1
:/ (Tertv,va)dtv
0
which shows that
1 1
|nﬂ—ﬂ—nﬂg/ﬁﬂWw—ﬂﬂﬁgmm/umﬁ
0 0
= ||All,,, [v]?/2.

This shows that T is differentiable and that T,v = Ty ,. We have already
seen that T7 is continuous. This shows that T}, is C'. We may continue this
way inductively to finish the proof of the lemma. m
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Proposition 66.8. Suppose that A : L*(E) — C™(E) is a bounded oper-
ator, then AA* has an integral kernel which is C™ — smooth. Moreover the

C" — norm of the kernel is bounded by the square of the operator norm for
A:L*(E) — C"TY(E).

Proof. Let z € M the map S € L?(E) — AS(z) € E, is a bounded linear
map and hence there is a unique element T'(x,-) € L?*(End(E, E,)) such that

M@:Aﬂmwww

Notice that if £ € I'(E), then

(ﬂwLAS@D=i/(f@LT@wa@Ddy

M

:AmmM@ﬂww

which by the previous lemma shows that x — T*(z,-)¢(z) € L*(E) is a C" —
map with bounds determined by [ A, .

(Surely one can show that there is a version of T'(x,y) such that (x,y) —
T(x,y) is jointly measurable. We will avoid this issue here however.) Ignoring
measurability issues, we know that

A'S(@) = [ T.a)S(w)dy
so the
AA*S(x) = /M MT(x,y)T*(z,y)S(z)dydz

= /M k(x,2)S(2)dz,

where
km@:ﬂﬂmwwmw

Even though the derivation of k above was suspect because of measurability
questions, the formula make perfect sense. Indeed suppose that £ and n are
in I'(E), then

x

wmmemE=@wmﬂ@wwmmmm@

Y

= (T (@, )n(x), T*(2,-)§(2)) L2 -

:/ (T*(z,y)n(z), T (z,9)&(2)) g dy
M
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Furthermore this shows that (z, 2) — (n(z), k(z, 2)§(2)) g, is C" in (z,y) with
a C" norm which is controlled by the C™ — norms of 7, &, and ||A||§p. Since
n and £ are arbitrary, we find that k(x, z) is C” as well and the C" — norm is

bounded by a constant times ||A||§p.
So the only thing left to check is that

AA*S(z) = / k(2, 2)S(2)dA(2).

M

Letting £, € I'(E) as before, then

(n(2), k(z, 2)E(2)) . = /M (1(2), Tz, y)T* (2, 1)E()) , dy

x

= (n(a), (AT (2, )€(2) () 5,

so that

/M (n(), k(z, 2)§(2)) g, d = / (n(z), (AT"(z,)¢(2)) (2)) g, da

M

B /M (A*n(z), T*(2,2)&(2)) g, dx

x

_ /M (T(z,2) A (), £(2)) . da

x

Integrating this last expression over z shows that
/ (n(z), k(x,2)€(2)) , dvdz = (AA™N, ) 12(m) = (1, AAE) L2(k).-
M x M
Since n is arbitrary we conclude that

AA*E(x) = /M k(z,2)é(z)dz.

|

Using the above results, one can show that f(D) has a smooth kernel for
any function f : R — C which has rapid decrease. To see this, by writing f in
its real and imaginary parts, we may assume that f is real valued. Further-
more, by decomposing f into its positive and negative parts we may assume
that f > 0. Let g = f'/2, a function with rapid decrease still, we see that g(D)
is a self-adjoint smoothing operator. Therefore f(D) = ¢g?(D) has a smooth
integral kernel. In this way we find that e~*P */2 has a smooth integral kernel.
Let ki (z,y) = e~*P*/2(x,y) denote the smooth kernel.

Proposition 66.9. The function ki(z,y) — 0 in C* as t — 0 off of any
neighborhood of the diagonal x =y in M x M.



66.2 Asymptotics by Sobolev Theory 1181

Proof. Let § > 0 be given, and let ¢ and v be smooth functions on R such
that ¢ +1 = 1, the support of ¢ is contained in (-6, ) and ¥ is supported in
{z:|z| > 6/2}. Also let py(A) = (2mt)~1/2¢=>*/2t Then

P = [ pNePin = [ ps0ePar+ [ muePax
R R R

This can be written as e tD°/2 hi(D) + g+(D), where hi(§) :=
Je e(N)d(N)e*edX and gi(€) = [ pe(A)Y(A)e**dA. Now we notice that

0@l = | [ oo
—| [ <o e
R
< Ki(t)
where limy)o K,(t) = 0 for each n. From this it follows for any n that

D"g,(D) : L*(E) — L*(E) tends to zero in the operator norm as ¢t — 0.
This fact, elliptic regularity, and the Sobolev embedding theorems implies
that g;(D) : L?>(E) — C"(E) tends to zero in operator norm for any r > 0.
Using the previous proposition, this shows that the integral kernel of g:(D)
goes to 0 in C*°. (Note, Roe proves some of this by appealing to the closed
graph theorem for Frechet spaces.) Finally, by (D) = [; pe(A)¢(A)e*Pd) is an
operator which does not increase the support of a section by more than size
0. This implies that the support of the integral kernel of h:(D) is contained
{(z,y) : d(x,y) < 3d}. Since ¢ is arbitrary, we are done. m

66.2 Asymptotics by Sobolev Theory

Let me end this section by explaining how Roe shows that the formal asymp-
totic expansions of the heat kernel are close to the heat kernel.
Let ¢ € E,, and let wy(z) := e (2, m)E, then

(8: + D*) wy = 0 and lim w; = o (66.8)

Conversely, if w; solves Eq. (66.8), then for all smooth sections S of E,
8y (e=(T=HD* 5 4p,) = 0. Therefore

(S,wr) = lim(ef(Tft)DzS, wy) = ((eiTDzS) (m),ﬁ)

t10
= / (S(m), [e*TDz (m, x)] ’ f) dr = / (S(.T), e~TD? (m,m)f) dz,

which shows that wy(z) := e~*P° (x,m)¢. since S is arbitrary.
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Now suppose that S; is an approximate fundamental solution at &, € E,,,
so that
(at + D2) S, = t*r, and ltilrgl Sy = &0

where 7, is a smooth section of I'(E). Let «; denote the solution to
((% + D2) ay = tFry with g = 0,

—(t—7)D?

which can be written by du Hamel’s principle as a; = fot e TR dr.

Since w; := S; — ay satisfies

(815 + D2) wy = 0 with limw; = &0,
t10
we find the w, = e~t0” (m, -). Therefore, for any k > n/2,
t 2
/ e~ (t=7)D hr_dr
0

t
2
/ e~ (t=7)D Tk’I”TdT
0

|6775D2

(m, ) = St = |ou| =

< Cy

Li(E)

t t
< Cy || D* / 6_(t_T)D27'k7’TdT + C / 6_(t_T)DZTkT7—dT
0 L2(E) 0

L*(E)

wherein the second to last inequality we have used the SoonIev embedding
theorem and in the last we use elliptic regularity. Since e~*P" is a bounded
operator, we find that

le=P% (m, ) — Sy| < C +

t
/ e_(t_T)D2 Tka’I“TdT
L2(E)

t
2
/ e~ (t=7)D Fr dr
0 0

L*(B)

k+1 k = Kt
<0t s {10 el + i } = K2
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Appendix: VanVleck Determinant Properties

67.1 Proof of Lemma 61.3

The first step is to get a more explicit expression for D. To this end, fix
v € TyM and for any w € Ty, M, let

Yu(t) = diib exp(t (v + sw)) = exp, (tw),, (67.1)

and v(t) = exp(tv). Then Y,, solves Jacobi’s equation:

\V& V2 d
ﬁ w( ) dt2 ds ‘oexp( (U + Sw))
VvV, d .
dt ds |0 p(t (U + Sw)) (NO TOI"Slon)
vV V d Vv d
th ds'O} g CPE @ sw)) (G exp(t v+ sw)) =0)

= R(¥(t),Yw(t))¥(t).  (Definition of R)
Y., obeys the initial conditions
d
Y., (0) = £|0 exp(0 (v +sw)) =0
and
Y 10¥a(0) = ~ oL exp(t (v + suw)
g 0T w _dsodtoeXp v+ sw

*z| (v+sw)=w
T ds'? o

Notice that Y, (t) € T )M for each ¢, so by using parallel translation u(t) :=
//¢(v) along v we may pull this back to T),M. Set

Z(t) = u™ ()Y (t).
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Using the fact that %u(t) = 0, the previous equations imply that Z,, satisfies:
Zw(t) = A, (t) Zw(t) with Z,(0) = 0 and Z,,(0) = w, (67.2)

where

Ay (tyw = u™ (R (L), u(t)w)i ()
= u () R(u(t)v, u(t)w)u(t)v. (67.3)

Since u(t) is orthogonal for all ¢, we may now compute D(v) as
D) = Xy(Zwy (1),..., Zu, (1)) /Ay (w1, ..., wy,) = det Z, (1), (67.4)

where Z., is the matrix solution to the differential equation

Z,(t) = A, (t)Z,(t) with Z,(0) =0 and Z,(0) = I. (67.5)
By Taylor’s theorem,
L L@ W
Zo(1) =1+ 52,(0) + < Z800) + | 2 (1)dut), (67.6)
0

where y is a positive measure such that ([0, 1]) = 1/4!. Now from the differ-
ential equation Z,(0) =0,

Z'(y?)) (t) = Av(t)Zv(t) + Ay (t)Zv (t) and
ZW(t) = Ay (02, (1) + 245 (1) Z() + Ay (1) Z,(8).

In particular Z(0) = A, (0) = R(v,-)v, and

ZE(t) = Ay (8) Z () + 24, (8) Z, () + Ay () Ay () Zu (8).-
Now A,(t) = O(v?),

A () = um (1) (VuwyR) (u(t)o, utyw)u(tyo = O(©?),

A1) = ™) (Vuu ) (@tv u@wyu(tyo = O@*)
and hence Z\" (t) = O(v3). Using these estimates in Eq. (67.6) shows that
Z,(1) =1+ %R(v,-)v—l—O (v*). (67.7)
Taking the determinant of this equation shows that
D(w)=1+ étr (w — R(v,w)v) + O(v?)
1o é(Ric v,0) + 0%,

Before finishing this section, let us write out Eq. (67.7) in detail.
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Lemma 67.1. Let v,w € Ty M, then
1
/ /7 () exp, (wy,) = w + ER(U, w)v+ O (v*) w. (67.8)

In particular we have for v,w,u € T,M that

(exp,, (W), exp, (wy))

= (w,u) — =(R(w,v)v,u) + O (v*) (w,u). (67.9)

67.2 Another Proof of Remark 61.2: The Symmetry of
J(z,y)-

Recall that A denotes the Riemannian volume form on M and

J(z,y) = (expz A), /Ae

where exp,(v) = y. Also recall that D(v) := (exp} A), /A where z = 7(v)
and m : TM — M is the canonical projection map. The precise meaning of
this equation is, given any basis {w;};_, for T, M, then

D(v) = Aexp, (W1)v, - - -, €xXP, (Wn)v) / Az (w1, ..., wy) = det(Z,(1)),

where w, = <o (v + sw) € T, T, M and Z, is defined in Eq. (67.2) above. In
particular,

exXp, Wy : explv + sw).
* S 0

Notice that
J(z,y) = D(exp, ' (y))-

Let i : TM — TM denote the involution given by i(v) = —%(1), where
~(t) = exp(tv) is the geodesic determined by v. Alternatively we may describe
i(v) = —//1(y)v. Now if v = exp;'(y), i.e. y = exp,(v) = exp(v), then
exp(i(v)) = x. That is to say, i(v) = exp, * (). Hence to show J(z,y) = J(y, =)
if and only if D(v) = D(i(v)). This is what is proved in A. L. Bess, “Manifolds
all of whose Geodesics are Closed,” see Lemma 6.12 on p. 156.

Now let us work out D(i(v)). Let o(t) = (1 —t) = exp(ti(v)). Since
//i(@) = //1-¢(v)//1(7) 7}, it follows after a short calculation that A, (t) =
u(1)A, (1 — u(1)~L. Let W(t) := u(1)"1Z,(1 — t)u(l), then W(1) = 0,
W(1) = —I and

W(t) = u(1) " Ay (1 — ) Zo(1 — tu(l) = W(t) = A, ()W (L).
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Notice that
D(i(v)) = det Z,(1) = det [u(1) "' Z,(1)u(1)] = det W(0).

So to finish the proof, we must show that det W (0) = det Z(1). For this
observe that A,(t) is a symmetric operator (by symmetry properties of the
curvature tensor) and hence

% {Z*(t)W(t) - Z*(t)W(t)} = ZXOW(t) — Z* ()W (1)
= Z* (A (OW (1) — Z* (A, (OW (L) = 0
and hence

{Z*(t)W(t) - Z*(t)W(t)} =0
This implies that
W(0) = Z*(0)W(0) — Z*(0)W(0) = Z*(1)W (1) — Z*(1)W (1) = Z*(1).

Therefore det W (0) = det Z*(1) = det Z(1) as desired.

67.3 Normal Coordinates

Notation 67.2 Suppose that o € M is given and let z(m) = exp,l(m) €
T,M for m in a neighborhood of o. The chart x is called a geodesic normal
coordinate system near o.

In geodesic coordinates, t — tx is a geodesic, therefore if I" is the Christofel
symbols in the this coordinate system, we have

0= S ap10) = (5 + 1)) 5 (00) = o) ol

for all z near 0. Since V has zero Torsion we also have that

for all x,y, z. From the previous two equations it follows that
0 =I'(0){x)y for all z,y,
i.e. that I'(0) = 0 and that
0. L(0)(z)x = 0.
Let B(z,y, z) := 0,I'(0){y)z, then we have shown that

B(z,y,z) = B(z,2,y) and B(z,z,z) =0 for all z,y, z. (67.10)
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Thus

d
0= E|OB($ +ty,x +ty,x +ty) = By, z,z) + 2B(x, x,y)

and therefore,

d
0= E'O {B(y,x +tz,x +tz) + 2Bz + tz,x + tz,y)}

=2B(y,z,2) + 2B(z,7,y) + 2B(z, 2,9)
=2(B(y,z,x) + B(z,2,y) + B(%,y,2))

wherin the last equality we use Eq. (67.10). Hence we have shown that

0:I'(0)(y)z + cyclic = 0.
So at = 0 the curvature tensor is given by R = dI" and hence

Rz, y)x = 0,1(0)(y)a — 9,I'(0) (x)a
— 9,I(0)(y)z + 0,(0) (y)z + 0, T(0) (x)y
— 30,1°(0)(y)z = 30, 1'(0) (x)y

0
0

and hence
0.1(0){z}y = 5 R(z,y)a or
I (@) {aby = 3R, )+ O6) (,9).
Therefore, if
02, 9)]m0 = 0-(I{2)2, im0 + 8-, T{2)) o
= 3(Rz,2)2,0) + 5@ R(21)?)

= S(R(z,2)%y)

and therefore by Taylor’s theorem we learn that

(r20:) = (2.9) + 573 (R, 2)2,3) + O()

= (#.9) ~ 5(R(z,2)2,9) + O

and hence we have reproved Lemma 67.1.

1187

(67.11)

We now change notation a bit. Let £ — M be a vector bundle with

connection V.
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Notation 67.3 Let © be a chart on M such that x(o) = 0 and let v,(t) =
z~Y(tv) for all v € RI™M) —: V. Let w u : D(z) — GI(E) be the local
orthonormal frame given by

u(m) = //1(Yom)), i-e. ul@™ () = //e(v) : Bo — Em (67.12)

for all v € V sufficiently small. Also let I' = I'* = u~'Vu be the associated
connection one form.

From Eq. (67.12) it follows that

\Y% _ \Y%
%U@ (tv)) = %//t(%) =0

and in particular at ¢t = 0 this shows that

0= v"Va,uly 1) = ' (v () I'(Oily, ) = u (0(t)) I'(v'0;

Yv (t) ) .

That is to say .
F(’Uzai

() =0 forallveV.
In particular at ¢ = 0 we learn that I'(9;],) = 0 and

d ) o
0= %|OF(1}’&' %(t)) — vzvjajr(aiNo forallv € V.
This shows that 9;1'(9;)|, = —8;1'(9;)|,. Since

RE(aiyajNo = uilv%i/\aﬂdo
=u" 1 (0) {0, 1'(8;) = 0;T°(9;) + [T'(9:), T'(9;)]} |o
= —20;I'(03)lo

from which it follows that
1
ajf(ai”o = _§RE<8Z‘78J')‘O'

From Taylor’s theorem we find

L0 =~ (m)RE (@1, or+ollo(m)2) = 5 BE (0 9 (m);) ool m) ).

This result is summarized as follows.

Proposition 67.4. Keeping the notation as above and let w € RI™M)  thep
I'w'd;) = —iRE(wl8i|o,x]8j|o) + o(2?)(w) (67.13)

near o € M. In particular if x(m) = exp, *(m) are normal coordinates on M,
then
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d
dt
= €XDPy (wm’(m))

. d
W' 0| m = |0x_1($(m) +tw) = E'O exp(xz(m) + tw)

Therefore, Eq. (67.13) may be written as
1
I(exp,(Wy(m))) = —§RE(w7$(m)) +O(z*(m)) (w).

Proof. The quick proof of these results is as follows. We work in the local
frame u. Write //;(0) = u(o(t))P:(c) and recall the formula

TIPUE) = PuZ.) [ RE, (5 (84l0), Zr)dr = D(ZO)P(E).

Apply this to Xs(t) = 271 (t(x(m) + sv)) and use that fact that in the frame
defined by u, Pi(X;) = id so that

t
0= [ RE, (s (7). Zalr))ir = D50,
Therefore, at t =1,
. 1 .
T'(v"0i|m) :/0 R} (550 (Zo(7), Zo(7))dr
1
B _/o R (50) (T 0ila1 (ram))> ® (1) 851 (rar(om) VAT

1
= _/0 R/E/T(Z‘o) (vlai‘a;_l(Tw(m))axj (m)aj‘x_l(TI(m)))TdT
1 . )
= =5 RE('dilo, 27 (m)d;]o) + O(a*(m))

= S REW Bl w(m)) + Oa(m)(v).
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Miscellaneous

68.1 Jazzed up version of Proposition 68.1

Proposition 68.1. Let « > —1, R, K, P, Q and V be as above. Then the
series in Eq. (60.5) and Eq. (60.11) is convergent and is equal to Py = et’'
the unique solution to Eq. (60.1). Moreover,

1P = Kll, < s(t) | K[l t°F" = O"F), (68.1)

where || f||, := maxo<s<¢ |fs| and k(t) is an increasing function of t, see Eq.

(68.4).
Proof. By making the change of variables r = s + u(t — s) we find that

/ (b= 1) — 9)Pdr = Clan B (¢ — )21 (68.2)

where

1
C(a, B) ::/O u®(1 —u)’du= B(a+1,8+1),

and B is the beta function. From Eq. (1.5.5) of Lebedev, “Special Functions
and Their Applications”, p.13,

Tla+1)I(B+1)

Clo,f)=B(a+1,6+1)= Tat5+2)

(68.3)

(See below for a proof of Eq. (68.3).)
By repeated use of Eq. (68.2),
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(Q™R),| =

/ Ri_y Ry s ... Rey_s Ry ds
tAm,

S Cm/ (tfsm)a (Smfsm—l)a---(SQ *Sl)a StlldS
tATn

(o o
...(82*81) 57

=C0"Cla, a)/

tA_1
— ™ C(a,0)C(a, 20+ 1)C(a, 30 +2) ...
- Cla,(m—Da+m—2) /t (t = 1)+ gy
O™ o) 20 1 1) 304 2) ..
. C(a, (m — a4+ m —2)C(a, ma+m — 1)tm+hatm,
Now from Eq. (68.3) we find that

Cla,a)C(a,2a + 1)C(a,3a+2)...C(a,ma+m — 1)
_ F(a—l—l)F(oz—l—1)1“(04—&-1)1”(2@4—2)><

I'2a+2) I'(3a+3)
I'a+1D)I'(3a+3) I'a+1H)I'(ma+1)
I'(da 4 4) T I((m+Da+m+1)
I'la+1)™

I'((m+1l)a4+m+1)
Therefore,
'la+1)™

toztm(oz-‘rl)
I'(m+1a+m+1)

(Q™R),| <C™

and thus the series in Eq. (60.11) is absolutely convergent and |Vi| < (a +
1)k(t)t* where

k()= (a+1)""1 mii:o cm F((mZI?)Z i):; m 1)tm(0‘+1) (68.4)
which is seen to be finite by Stirlings formula,
I(m(a+1) + 1)« (2m)/2e D+ (g 4 1) 4 1)@HDT2)
see Eq. (1.4.12) of Lebedev. m
Using the bound on V' and the uniform boundedness of K,

[ IRVl ds < 6O 1K 0+ 1) [ (6= 07 ds = n(o) K], ¢ (65.5)
0 0

and hence P; defined in Eq. (60.10) is well defined and is continuous in t.
Moreover, (68.5) implies Eq. (68.1) once we shows that P, = e‘f. This is
checked as follows,
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d [t t t
4 / Ky Vads = Vi + / Ky Vs =V, + / (LE:— — Ry_.) Vads
0 0 0
t t
=Vi+ L/ K Vids — (QV), = L/ Ki_sVsds + R;.
0 0

Thus we have,

t
iPt =K, + L/ K Vids + R,
dt 0

t
- LK, + L/ K, Vids = LP,.
0

68.1.1 Proof of Eq. (68.3)

Let us recall that I'(z) := [~ ¢"e~'dt/t and hence let z = x + y and then
r = uz we derive,

I'la+1H)I'(B+1) = / 2%y e @) drdy
[0,00)2

i.e.

I'la+p8+2)

68.1.2 Old proof of Proposition 60.1

Proof. Taking norms of Eq. (60.8) shows that

Q™ K|, = [lK1l, C’"/ (s2 = 51)" (53— 52)" ... (sm = $m-1)" (t = sm)" ds,

m

where ds = dsidss . ..ds,,. To evaluate this last integral, we will make use
Eq. (68.2) to find of Repeated use of Eq. (68.2) gives,
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/ (52— 51)% (55 — $2)% - (5 — Sm_1)® (£ — 5m)* ds
tAm,
:C(a,a)/ [ (52 = s1) <S§ —s2)" X 2(x+1] ds
A, o Lo )

A\Sm—-1— 5m—2) (t — Sm—1
(82 - Sl)a (83 — Sg)a X
=C(o,a)C(a,2a+ 1 / o
(a a> (a “ ) tAm—_o |: . (Sm72 - 8m73) (t — Sm—2

= Cla,a)C(a, 204+ 1)C(a, 3 4 2) x

)3a+2] ds

t
O(a, (m—l)a+m—2)/ (t—s1)" " N dsy
0

= Cla,a)C(a, 204+ 1)C(a, 3 4 2) x
tma—i—m

Now from Eq. (68.3) we find that
C(a,a)C(a,2a+ 1)C(a,3a+2)...C(a,(m — Da+m — 2)
_ I'(a+ 12 Ia+ )20+ 2)

(20 +2) I'Ba+3)
la+1)I'((m—1)a+m—1)
I'(ma +m)
ARG
- I'(ma+m)’

Combining these results gives the estimate,

(CT(a+1))™ gmatm
I'(ma+m) ma+m

(CI(a+ 1)te+t)™
I'(m(a+1)+1)

™K, < 1K,

= (1K1,

em(a+1)+1
(2m)V/2 (m(a + 1) + 1)(m(a+1)+1/2)
(cra+1) (et)aH)m
(2m)1/2e (m(a + 1) + 1)/

~ | K|, (CT(a+ 1)t )™

= [IK1];

where the second to last expression is a result of Stirlings formula, Eq. (1.4.12)
of Lebdev.

From this estimate we learn that Y °_ Q™K is uniformly convergent on
compact subsets of [0,00) and that
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iQmK—K

m=0

<> 1Q™K],
m=1

>, (Cr(a+1)tet)™
<K, D I(m(a+1)+1)

m=1

t

= O(t').

So it only remains to prove that P:=3Y_ " Q™K solves (60.1).
Now by the chain rule and the fundamental theorem of calculus, % Qf) =

f(f fi_sRsds + foR; or equivalently

d )
@) =Qf +hE

Applying this formula inductively using the fact that (Q™K)y =0 if m > 1
implies that

d - d m 1. m—
pn (QTK)=Q™ 15 (QK) =Q™K + Q™ " (KoR)
=Q"(LK - R)+Q™ 'R
= LQ"K - Q"R+Q"'R,
wherein the last equality we have used the fact that L commutes with Q.
Setting PN = Zgzo QMK we find using the previous equation that
d N N N
Ept =LP)N - (Q R)t

or equivalently that

t t
PN =1+ / LPNds — / (QVR) ds. (68.6)
0 0 ’

Since,

(CI(a+ 1)+
I'(N(a+1)+1)

we may pass to the limit, N — oo, in Eq. (68.6) to conclude that

|QVR|, <R,

—0as N — oo,
t
P, :I+/ LP,ds.
0
This completes the proof.

For later purposes, let us rework the above derivative aspects of the proof.
Let

Ry (s) == / Rosp 1 Rspoi sy - - Rsy—s, R, ds
0<s1<82<<spm—1<s

_ (Qm_lR)s ,
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then by Eq. (60.6) .
(@"K), = [ KeaRo(s)ds.
Hence '
td

d o
= (Q"K), = Ry, (t) + ; dth_sRm(s)ds

= Rm(t) + /Ot (Lths — Rtfs) Rm(S)dS

= Rm(t) + L (QmK)t - R77z+1(t)
= L(Q"K),+ (Q"'R), — (Q"R),.

as before. m
Taking norms of this equation implies that

|(me)t| <cm ~/tA || (52 — Sl)a (83 — SZ)Q o (8m — Sm—l)a (t— Sm)a ds

miam mpom ! (ti Sl)m_l
<om / for] ds =C™t /\f81| —ds,
LA, o (m—1)!

IN

(Ctl'i'o‘)m t (C 1+a)m
] <= 7 .
[l dion(e) < S a1 (68.7)
where dpy,(s) := m(t —s)™ ' t~™ds, a probability measure on [0,t]. This
shows that Q™ f|, < (Ct'+*)™ | f|l, /m!. From this estimate we learn that
Yooy @™K is uniformly convergent on compact subsets of [0,00) and that

ST QK - K| < QK < — 1= 0 ).
m=0 t m=0

d t 1 t+06 t

» /0 Ko Vs = lim = ([ KiegiVids - /0 Ko Vads

—_

t+48 t
= lim — ( Kt+§,s‘/sd8 +/ (Kt+5fs - ths) ‘/Sd8>
5—0 0 + 0

t+0 t+6
—tm (5[ KVt g /t (Kiiss — Koo)Vads

d t
— Kiis_ s
+d5/0 t+6—sVsds
t . t
—V+ / Ko Vads =V, + / (LK — Ry_y) Vids
0 0

t t
:Vt—&-L/ Ky Vads — (QV), :L/ Ky_Vids + Ry
0 0
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68.1.3 Old Stuff related to Theorem 61.7

F(t,z,y) / / —s,x,2)v(s, z,y)d\(z)ds

so that p(t,z,y) = k(t,z,y) + F(t,z,y). For § > 0 set

Proof. Let

Fy(t,2,y) = /Ot /M R(E 46 — 5,2, 2)0(s, 2, y)AN(2)ds,
then
O Fs(t, 2, ) = / k(6. 2, 2)o(t, 2, y)dA(2)
/ / Ouk(t + 5 — 5,2, 2)u(s, 2, )dA(2)ds
_/ k(5. 2, 2)o(t, 2, y)dA(2)
+/t/ Lok(t +6 — 5,2, 2)0(s, 2, y)dA(2)ds
/ / (46 — 5,2, 2)0(s, 2, y)dN(2)ds
_/ k(5,2 2)0(t, 2,9)AN(z) + Lo F3(t, ,1)

_ /Ot /M r(t+ 0 — 8, 2)0(s, 2 y)d\(2)ds.

1197

We may let § — 0 in this last expression using the fact that K; is uniformly

bounded on I to find that

lim F, =F
i 5(t,x,y) (t,z,y)

and

%}8 8tF5(taxay) = U(tvﬂ%y) + LIF(t7x7y)

// — 5,1, 2)0(s, 2, y)dA(2)ds

with the limits being uniform in ¢. Also by equation (62.1) and (62.2),

v(t,x,y) / / —8,2,2)0(s, z,y)dA\(z)ds = r(t, x,y),

and therefore 0, F exists and
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O F (t,z,y) = Ly F(t,z,y) +r(t,z,y).
Hence

atp(ta x,y) = atk(tvxay) + atF(t)xay)
= Lok(t,z,y) —r(t,z,y) + L. F(t,2,y) +r(t, z,y)
= L, (k(t,z,y) + F(t,z,y)) = Lop(t,x,y).

For s < t, let
b(t,s,x,y) = /M k(t — s,x, 2)v(s, z,y)dA(2).
It is clear the b is smooth in ¢ and s and is C! in (x,%), moreover
lim [[b(t, 5, 2,y) = v(t, 2, Y) o1z ) = O-

Hence we set b(t, ¢, x,y) := v(t, z, y) so that b(¢, s, -, -) is continuous for s € [0, ¢]
in the space of C! sections I. Similarly, for s < t,

Ob(t, s, x,y) = /M k(t —s,x,2)v(s, z,y)dA\(z)
= / (Lak(t — s,x,2) —r(t — s,x,2)) v(s, z,y)dA(2)
M
= L,b(t,s,z,y) — /M r(t —s,x,2)v(s, z,y)dA(2).

From this last expression and our previous comments, limgyo L;b(¢, s, z,y) =
Lyv(t,z,y) in I;_5 and hence

11%18tb(t, s,2,y) = Lyv(t,z,y) in C'~2,

More precisely, we will construct p(¢, x,y) as

t z y Z/ / Smaxvym)r(sm - Smflaymvymfl) (688)

-1~ Sm—2,Ym—1,Ym— 2) (Slvylay)dey,
Consider,

Op(t,x,y) = Ock(t, z,y) / / —s,x,2)(s,y, 2)dsd\(y).

is a bounded operator and its derivatives in s up to order k is a convergent
sum in converge. W
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Remarks on Covariant Derivatives on Vector
Bundles

Let m : E — M be a vector bundle with fiber W. A local frame v on E is a
local section of the bundle Aut(V, E) — M, i.e. for m € D(u) (the domain
of u) u(m) : W — E,, = 7~!(m) is a linear isomorphism of vector spaces.
Notice that any local section S of E may be written as S(m) = u(m)s(m),
where s € C*°(M,W). Suppose that V is a covariant derivative on FE, define
for v € T;, M, a linear transformation V,u : W — E,, by

(Vyu) w := V,(u(-)w) for each w € W.

With this notation and the basic properties of V, given s € C°(M, W), we
have that
Vo(us) = (Vyu) s(m) + u(m)dys,

where 9,5 := 2|ys(o(t)) provided that &(0) = v. In particular this shows that
uw(m) 'V, (us) = 9ys + A(v)s(m),

where A(v) = A%(v) := u(m)~! (V,u). So the local representation of V is
V =d+ A, where A is a one form with values in End(W).
Given a path S(t) € E, let o(t) = n(S(t)) and s(t) = u(o(t))~1S(¢). Then
define
VS(t)/dt = u(o(t)) (s(t) + A(a(t))s(t)), (69.1)
i.e. the local version of % = 4 + A(5(t)). Notice that if S = us is a local
section of E, then

VS(o()dt = ulo () (5(a(0) + AG)s(o(1)

=u(o(t)) (3&@)3 + A(d(t))s(a(t)))
= vd(t)S'

This explains why V/dt is independent of the local frame u used in Eq. (69.1),
a property which follows by direct computation as well.
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We say that a path S(t) € E is parallel provided that V.S(¢)/dt = 0 for
all t. Given a curve o(t) in M and a point Sy € Ey(g), there is a unique path
S(t) € E such that w(S(¢)) = o(t) and VS(t)/dt = 0. This path is constructed
by solving (locally) the linear equation

(1) + A(6(t)s(t) = 0 with s(0) = u(c(0)) 1S,

and then setting S(t) = u(o(t))s(t). It is easy to check that the map Sy €
Egy) — S(t) € Eq is linear. In fact S(t) = //¢(0)So, where //¢(0) =
u(o(t))g(t)u(a(0))~1 and g(t) € End(W) is the unique solution to the linear
differential equation,

g(t) + A(a(t))g(t) = 0 with g(0) = id € End(W).

We will call //;(o) parallel translation along o. It is uniquely characterized as
the solution to the differential equation

V//i(o)/dt =0 with //o(0) = id € End(E,q)),

(If U(t) € End(Eq ), Ey)) for each t, then VU(t)/dt is by definition the
linear transformation from E, ) to E,) determined by (VU(t)/dt) ¢ =
V (U(t)) /dt for all £ € Ey.) We have the following properties of parallel
translation which follow from the uniqueness theorem for ordinary differen-
tial equations and the chain rule for covariant derivatives. Namely if S(¢) is a
smooth path in E and ¢ = 7(s), then

VS(r(s))/ds = 7'(5) VS(E) /dthi—r o
This property is easily verified from Eq. (69.1).

Proposition 69.1. Let o(t) € M be a smooth curve for t € [0,T] and
let 7 :[0,S] — [0,T] be a smooth function such that 7(0) = 0. Then
[/s(@doT) = [//rs(0), i.e. parallel translation does not depend on how
the underlying curve is parametrized. Secondly, let 6(t) := o(T —t), then

/14&) = //r—+(0)//(c)~". In particular [ /()" = //7(5).
Proof. We have that
V//s(eoT)/ds =0 with //o(0 0 T) =id € End(Ey))

and

V//zs)(0)/ds = V//t(g)/dﬂt:T(S)T/(S) = 0 with
//‘r(s) (0)‘3:0 =1id € End(Eg(O))

and hence by uniqueness of solutions to O.D.E.’s we must have that //s(c o
7) = //+(s)(0). Similarly,
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V//t(&)/dt = 0 with //0(5’) =1id e EO'(T)
and

V) fri0)/ (o) it = V) /u(0) (o)~ dslucr—. = O with
//1-1(0)//7(0)  i=0 = id € Ey(r).

Hence again by uniqueness of solutions to O.D.E.’s we must have that //+(5) =

//r—(0)//r(c)"". =
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Spin Bundle Stuff

Let M™ be a Riemannian manifold, V' = R™, CI(V') be the Clifford algebra
over V such that v? = —(v,v)1. Let Spin(n) C CI(V) be the spin group,
p :Spin(n) — SO(n) be the spin representation and W be a left C1(V') module.

The following compatibility condition is need below in the construction of
Spinor bundles S over M such that CI(TM) acts on S.

Assumption 7 For h €Spin(n), v € V and w € W, h(vw) = (p(h)v) (hw).

Now for the construction of spinor bundles. Let {Ua},,c 4 be an open cover
of M such that there exists u, : Uy, — Hom(R"™,TU,) which are isometries.
For m € U, NUg let gag(m) := ua(m) tug(m) € O(n). Notice that the for
m € U, NUg NUs,
9ap(m)gps(m) = ua(m) ™ ug(m)us(m) ™ ug(m) = ua(m) tus(m) = gas(m).
We now assume that M is orientable which means that we may choose
uq such that gog(m) € SO(n). Now if M is spin as well, we may choose
Gap(m) €Spin(n) such that

L. gap(m) = p(gap(m)) for all m € U, N Us and all o and S.
2. Jap(m)dss(m) = Gas(m).

Given this data, it is now possible to build a spin bundle over M as follows.
For m € M, let

Smi={(m,aq,w):weWanda € Ast. meU,}/

where (m, a, w) v~ (m, o/, w’) if and only if W' = Goro(Mm)w. Let S := Upenrs Sm
and 7 : S — M be the projection map which takes S, to m for all m € M.
Given a € A, let iy : Uy — Sy, := 7 Y(Us) = Upmerv, Sm be given by
o (m)w is the equivalence class containing (m,«,w). Notice that i, (m) :
W — S, is a bijective map and that @, (m)~ag(m)w = Jas(m)w. One may
now easily check that we may make S, in a well defined way into a linear
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space by defining @ (m)w + cliq(m)w’ := o (m) (w + cw’), i.e. by requiring
each @, (m): W — S, to be linear.

Let us now show that we can make S, into a CI(T},,M) module. For
n € T,yM and € € S, choose a € A such that m € U, and choose v € R"
and w € W such that 7 = us(m)v and € = tUy(m)w. We then define n§ :=
Ue(m)(vw). To see this is well defined choose o € A such that m € U, and
choose v/ € R™ and w’' € W such that ' = uy (m)v" and £ = Gy (m)w'.
Then w = Gaor(M)w’” and v = gaar (M)V" = p(Gaar (m))v’, and hence

YW = (Jaor (m)’ul) (G (m)w’) = (p(Jao (m))’l}/) (Gaar (m)w/) = Joo’ (U/w/) :

From this it follows that @, (m)(vw) = Ga (m)(v'w’) so that n¢ is well defined

independent of the choice of a € A. Since £ € T, M 2, Le € End(Sy) (L
denotes left multiplication by &) satisfies ¢(€)? = —(&, &)1, it follows that
the action of T;,, M on S,, extends uniquely to an action of Cl(T,,M) on S,,.

Hence if M is a spin manifold, we have produced a vector bundle S — M
such that each fiber of Sy, of S is a CI(T,,,M) Clifford module.
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The Case where M = R"

71.1 Formula involving p

Let L := $A+ B+c¢, Ly := 3A+ B and B(z) := b(z) -  where and B =
b-V =" 00 and with b;(z) and c(z) in RV*N. Let g be an RNV —
valued function of (¢, z) with ¢ > 0 and « € R™ and set

u(t,z) = p(t,x)g(t, x).

Then
(0r — L)u = (0y — L) pg
= (0 —Lo)p-g+p(0:—L)g—Vp-Vyg
=-Bp-g+p(0—L)g—Vp-Vg
=p{-Blnp+9;—L—VInp -V}g.
Now

Vinp =V (—-2%/2t) = —%

so the above equation may be written as:
1 1
(O —L)u=p zb-x+8t7L+¥x-V g
1
:p<at—L+zS)g

where

and
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71.2 Asymptotics of a perturbed Heat Eq. on R"

Let L := $A+ B+c¢, Ly := $A+ B and B(z) := b(z) -  where and B =
b-V =3"" b;0; and with b;(z) and c¢(z) in RV*V. As above let

p(t ) = (2mt) "2 e /2
be the heat kernel with pole at 0 for R™.

Lemma 71.1. Let ug € RN*N be given, then there is a unique solution to the
O.D.E

Ut z) = —%B(tz)U(t,x) with U(0,2) = up € RYN. (71.1)
Moreover, U(t,x) is smooth in (t,x) and

U(t,sx) =Ul(ts, z) (71.2)
for all s,t € R and x € R™.

Proof. Since 5(0) =0,

t 1
%B(tx) = %/0 az5<7'95)d7':/0 0B (utz)du

and hence the matrix function (t,2) — 13(tx) is smooth even for ¢ near 0.
By basic O.D.E. theory this shows that U exists and is smooth. Since

d . 1
ﬁU(ts,x) =sU(ts,xz) = —sgﬂ(tsac)U(ts,x)

= —%B(tsm)U(ts, x),

it follows that U (s, x) satisfies the same O.D.E. as U(¢, sz). Hence by unique-
ness of solutions to O.D.E.’s we find that Eq. (71.2) holds. m

Remark 71.2. If [B(x),B (y)] = 0 for all z and y, then the solution to Eq.
(71.1) is given by

1
1
U(1,2) = exp (— / 28(t) dt.) . (71.3)
0
The rest of this section is devoted to the proof of the following Theorem.
Theorem 71.3. Let U be defined as in Lemma 71.1 and defined
up(z) = U(1, z), (71.4)

and uy, inductively by
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g1 (z) = uo(x)/o *ug(T2) " Lug (72 dr. (71.5)

forallk=0,1,2.... If

EQ(tvm) = p(tvx)ztkuk($)a (716)
k=0
then
(Or — L) Xy(t,x) = —tIp(t, x) Lu,(t, z). (71.7)

The proof of this theorem could be given by direct computation. However,
we will take a longer route however and derive the formulas in the Theorem.

Let g be an RV*N — valued function of (t,z) with ¢ > 0 and 2 € R" and
set

u(t’ 1’) = p(ta x)g(t, :E)

Then
(0 —L)u= (0 — L) pg
= (0 —Lo)p-g+p(@—L)g—Vp-Vg
:(;ta InJ — Bp)-g—i—p(@t—L)g—Vp-Vg
p{Taan Blup+ 8, — L—vmp-v}g.
Now

Vinp =V (—2?/2t) = —=
so the above equation may be written as:

(8th)u:p(b~%+3th+%-V>g

:p<8t —L—l—%S)g (71.8)
where
S:=z-V+bz) z=0,+ B(x), (71.9)
and f(x) :=b(z) - = as above.
Now let
g(t,x) = gq(t, ) Ztkuk (71.10)

and consider

1 q
(8,5 + ZS . L) g= Z {tk_l (kug + Suk) - tkLuk}
k=0
1 =
= ;Suo + Z t* ((k + Vugy1 + Supy1 — Lug) — t7Lu,.
k=0
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Thus if we choose 1 such that
Sup(z) = (- V. + B(z)) up(z) = 0. (71.11)

and wuy such that
(k‘ + 1)uk+1 + Supy1 — Lug =0 (71.12)

then (8,5 + %S — L) g = —t9Lu, or equivalently by Eq. (71.8),
(0 = L) Xg = (9 — L) (pg) = —tLugq

which then proves Theorem 71.3 show that ug defined in the theorem solve
Equations (71.11) and (71.12).
Suppose that ug is a solution to Eq. (71.11). If U(¢, z) := ug(tx), then

U(t,x) =z - Vug(tz) = %tw - Vug (tz)
_ %&wuo(tx) - —%ﬂ(tx) o (t2)
_ —%,B(tx)U(t, z)

and hence ug(z) must be given by U(1,x) as in Eq. (71.4). Conversely if ug
is defined by Eq. (71.4) then from Lemma 71.1, ug(sz) = U(s,x) and hence
d d
Orup(x) = £|1“0(3x) = £|1U(s,x)
= —B(x)U(1,z) = —B(x)uo(z).

Thus we have shown that ug solves Eq. (71.11).
We now turn our attention to solving Eq. (71.12). Assuming ugy; is a
solution to Eq. (71.12), then Vi1 (¢, x) := ugy1(tz) satisfies

tVig1(t, 2)(t) = tx - Vugp (tz)

= _ (%ﬁ(tx) +k+ l) Vier1(t, ) + Lug(tx)

or equivalently

Vierr(t2) = — <%6(tx) + %) Vior(t2) + %Luk(tx). (71.13)

This equation may be solved by introducing an integrating factor, i.e. let
Upy1(t, ) == t* g (tz) " Vi (¢, ).

Then Uy solves
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Uy (t, ) = tF g (tz) "Wy 1 (8, 2) + (k4 1) tPug(tz) " WVig 1 (8, )
_1B(tz)
t

+ thH g (ta) View1 (t, )

= thug(te) "  Luy(tz).

Hence
t
Ugt1(t, z) = Uk41(0, ) —l—/ Tk’LLo<T.’L‘)_1L’U,k<T.'L‘)dT
0

t
= / ™*ug () " Luy (t)dr.
0

Therefore if ugyq exists it must be given by Eq. (71.5).
Conversely if ugy1 is defined by Eq. (71.5) then

1
Up41(s2) :uo(sx)/ T*ug(T52) 7 Lug (1sx)dr
0
S
:uo(sx)/ s~ RO kg (b))~ Luy, (tz) dt
0

and hence

d
Ozupt1(w) = Ehukﬂ(%)

= —B(x)up+1(z) + uo(x)%h /0S 5™ FD Ry (b)) ™ Dug (t) dt
1
= —fB(x)up+1(z) + Lug(x) — (k + Luo(x) /0 thug (ta) ! Luy, (tz)dt

=—(Bx)+k+1))ugt1(z) + Lug(z)

which is shows that w1 solves Eq. (71.12). This finishes the proof of Theorem
71.3.
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72

Higher Order Elliptic Equations

Definition 72.1. H*(RY,CV) := {u € S'(R%, CN) : |a] € L2((1 + |¢]?)%ds)}.

Note For s = 0,1,2,... this agrees with our previous Notations of Sobolev
spaces.

Lemma 72.2. (4) CZ (R4, CY) is dense in H*(R?,CV).

(B) 1 s> 0 then |l = lullr—- = sup 5%
ecee

Proof. (A) We first rate that S(R? CV) is dense in H*(R?, C") because
FS =8 and S is dense in L%(1 + |£[?)°d€) for all s € R. Tt is easily seen that
C is dense in S for all s =0,1,2,... relative to H*-norm. But this enough
to prove (A) since for all s € R|| - ||s < || - ||, for some k € N.

(B)

|(aa¢)—3|
[ullZ s = ll@ll L2 ((141¢[2)-2d5) = suUD
((1+[€]2)—2ds) — ses ||¢H7

_ qup LU+ [) de]
= ¢S|¢> OP(1+[€?)—dE

Let ¢(€) = @ (€)(a + |€]2) %, the arbitrary element of S still to find

full s = sup L UV
N
. |<u,w>|_ sup | <u, > |
S 7 e M T

Since C2° is dense as well. ®

Definition 72.3. H*(RY,CV) := {u € &'(RY, CN) : |a| € L2((1 + |¢]?)%d€)}.
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Proposition 72.4. Suppose L = Ly has constant coefficients then |julls <
C(||Lu||s—k + ||u||s=1) for all s € R.

Proof.
Lu(s)* :”L/U(CE)GM%CM = /U(Lo)(ﬂc,ﬁ)u(a:)emfﬁdx
N / o(§u(z)e™ S dx = o(£)a(§).

Therefore
4] = lle©) o @©a@)l < llo@©) " llo©)a)ll
mk\la( Ja(&)|l-
Therefore .
[o(©)a)l = alW(ﬁ)H

Notice there exist C' > 0 such that
k
1 1
1<C | [¢?x + )
= Qf () + o

A1+ [€%)2 < CUER* L+ €)@l + (1 + €12 |af?)
< C((1+ IR lo©al + (1 + |2 (@(6)?)
< C((1+ IRy Zu©)P + (1 + 6P (@(e)?) -

Integrate this on £ to get the desired inequality. m

Then

Notation 72.5 Suppose 2 C R is an open set and a, € C=(§2,CN) for
some N and |a| < k. Set L : C=(£2,CN) — C>=(£2,CN) to be the operator
L= > aq0% and Ly := > an,0"

la|<k |or|=k
o(Lo)() = Y aa(if)* =i Y~ aag”
la|=k |a|=k

for € € R, Notice that Loe'®™ = o(Lg)(x, €)et .

Definition 72.6. L is elliptic at x € (2 if o(Lo)(x, &)t exists for all €& # 0
and L is elliptic on 2 if o(Lo)(x, €)™t ewist for all € #0, x € (2.

Remark 72.7. If L is elliptic on {2 then there exist €> 0 and C' > 0 such that
lo(Lo)(z, €)|| > elé]* for all z € 2,6 € RY. Also [|o(Lo)(z, &)~ || < Cl¢]* for
all v € 2,€ € R%\ {0}.
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Indeed for |¢] = 1, (z,&) — [lo(Lo)(x,£) " is a continuous function of
(2,€) on 2 x S91. Therefore it has a global maximum say C. Then for

€] =t #0.

-1
llo(Lo) (x, %) || < C implies <Cor

(1) otzoz0)]

lo(Lo)(z, &)~ < Ct™F = Cl¢| .
Given {2 as above let
H{(02,CN) == Cx(02,CN)H* (R, CM).

Theorem 72.8 (A priori Estimates). For all s € R there exist C > 0 such
that V u € H2(12)

[ulls < CU1Lulls—k + [lufls—1)- (72.1)

Reference Theorem (6.28) of Folland p. 210 chapter 6.

Proof. I will only prove the inequality (72.1) for s = 0. (However, negative
s are needed to prove desired elliptic regularity results. This could also be done
using the Theory of pseudo differential operators.) With out loss of generality
we may assume u € C°(2,CN).

Step (1) The inequality holds if L = Ly with constant coefficients by
above proposition.

Step (2) Suppose now L = Ly but does not have constant coefficients.
Define Ly, = > aq(zg)0® for all zy € 2. Then there exist Cjy independent

|| =k
of x¢ such that |
[ullo < Co(ll Lagull - + [ul-1)

for all zy € £2. Suppose supp (u) C B(xg,d) with ¢ small. Consider

(L= Loyl = sup L= L)t O]
28 T Tl

Now
(L = Lag)u, 8) = (1) > " (u,0%(af — aa(w0))0)
= (1), Y (af — aa(20)0%0 + 56).

Where s¢p = . [0% al]¢ is a k — 1 order differential operator. Therefore
|a|=k

(L = Lo )u, §)| < (7w, @) + D |(u, (af = aa(20))09)]

<118 ull-klI6l

+y . supaa(@) = aalzo)| fulloll¢]

alz—zo|<8

c(5)
< klull-1llollx + C(S)[ullolld]lk-
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Therefore
(L = Lay)ull-x < C()|ullo + Klul[-1.

Choose ¢ small such that CoC(6) < 3 by unit continuous. Therefore

1
I(L = Lo Jull-k < 5 llullo + Kluf-1.

Hence
[ullo < Coll|Lagull—k + [[ull-1)
< Co(||L = Lagul| -k + [ Luf -k + [lul|-1)
< Co(C(9)|lullo + [ Luf—k + (1 + K)[ul-1)
1
< Sllullo + Co(l + K)([| Lull & + [|ull -1)-
Therefore

lullo < 2Co(1 + K) (|| Lull -k + [Ju] 1)

provided suppu C B(zg,d) for some xq € R. Now cover {2 by finite collection
of balls with radius d and choose a partition of unity subordinate to this cover.
{z;}. Therefore if u € C°(£2), then > ¢;u = u and
[ullo < CUILull -k + llsull -k + [luf-1)
< O Lull -k + [lull-1)-
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Abstract Evolution Equations

73.1 Basic Definitions and Examples

Let (X, ]| -||) be a normed vector space. A linear operator L on X consists of
a subspace D(L) of X and a linear map L : D(L) — X.

Notation 73.1 Given a function v : [0,00) — X, we write v(t) = etv(0),
provided that v € C([0,00) — X) N CY((0,00) — X), v(t) € D(L) for all
t >0, and v(t) = Lo(t).

Ezample 73.2. Suppose that L is an m X n matrix (thought of as a linear
transformation on C") and vy € C". Let v(t) := > 7 ; & L™, then the sum
converges and v(t) = e'Fuy.

The following proposition generalizes the above example.

Proposition 73.3 (Evolution). Suppose that (X, - ||) is a Banach space
and L € B(X)-the Banach space of bounded operators on X with the operator

norm. Then
oo

tn
tL n
etl = ZO L (73.1)

is convergent in the morm topology on B(X). Moreover, if vg € X and
v(t) = etlvg, then v is the unique function in C1(R, X) solving the differential
equation:
0(t) = Lu(t) with v(0) = vp. (73.2)
Proof. First notice that > |1;—‘,”||L||” = elllFl < o0 so that the sum
in (73.1) exists in B(X) and [[etL|| < elllLl. Let us now check that 4etl =
Lett = eI L. Using the mean value theorem we have,
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o

ML _ otL — Z —{(t +h)" —t"}L"

n= 0
_Z—c hL”—hLZ ()L™,

where ¢y, (h) is some number between ¢ and ¢t + h for each n. Hence
(t+h)L _ ,tL
e e n1rn
— =L E lenyq(h) —t"]L",

and thus
e L tL L
Hih | <Ll Z jlenan (h) =" |[[L]" — O,

as n — oo by the dominated convergence theorem.
Before continuing, let us prove the basic group property of ', namely:

etlest = e(t+o)L, (73.3)
To prove this equation, notice that

%e—tLe(t+s)L et (L 4 L)L —

Thus e *Le(+9)L ig independent of ¢ and hence
e theltts)l — o5l (73.4)

By choosing s = 0 we find that e **e** = I, and by replacing t by —t we
can conclude that e ' = (etF) 1. This last observation combined with (73.4)
proves (73.3).

Alternate Proof of Eq. (73.3).

’ t+s x© n tkLk n— kLn k
(t+s)L _ Lz =
ctreor - 3~ A" D i
n=0 n=0 k=0
_ oo tk:LkSKL _ etLesL,
Z Z ko)

n=0 k+t=n
b,£>0

where the above manipulations are justified since,

- EEISINLIFNENS — Gesrshiz
> 1! = <o

n=0 k4+t=n
b,0>0

Now clearly if
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oo t"
v(t) == ety == Z FL"vO

n=0 "

we have that v € C1(R — X) and © = Lv. Therefore v does solve Eq. (73.2).
To see that this solution is unique, suppose that v(t) is any solution to (73.2).
Then

d

Ee_tLv(t) = e (—L+ L)v(t) =0,
so that e *Fo(t) is constant and thus e *Fv(t) = vy. Therefore v(t) = e'Luy.
|

Theorem 73.4 (The Diagonal Case). Consider t > 0 only now. Let p €
[1,00), (£2,F,m) be a measure space and a : £2 — R be a measurable function
such that a is bounded above by a constant C < oo . Define D(L) = {f €
LP(m) : af € LP}, and for f € D(L) set Lf = af = M,f. (In general L is
an unbounded operator.) Define et = M,taf. (Note that |et?| < et < oo, s0
el is a bounded operator.) by D.C.T. So one has e'* — I strongly ast | 0.

1. el is a strongly continuous semi-group of bounded operators.
2.If f € D(L) then Letl f = et“Lf in Lr(m).

3. For all f € LP and t > 0, et f = LetL f in Lr (m).

Proof. By the dominated convergence theorem,

et~ 1l = [ (e =) =0t 10
N

which proves item 1. For item 2 we see using the fundamental theorem of
calculus that

(t+h)L _ tL h
[(==—=-e1)s] - H%/ (aelt7a _ etag)r . f
Lp 0 Lp
1 h
= E/ (ettHme _etaydr . o f (73.5)
0 I

Since af € LP,
1

h
E/ (€(t+‘r)a*€ta)d7' < 2e(t+\h|)C’
0

and

1 h
7 / (e+me _etYdr — 0 as h — 0,
0

the Dominated convergence shows that the last term in Eq. (73.5) tends to
zero as h — 0. The above computations also work at ¢ = 0 provided h is
restricted to be positive.
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Item 3 follows by the same techniques as item 2. We need only notice that
by basic calculus if ¢ > 0 and 7 € (¢/2, 3t/2) then

‘ae(“‘ﬂa < max{(t/2)", Ce3¢/?}.

Ezample 73.5 (Nilpotent Operators). Let L : X — X be a nilpotent operator,
i.e., Yv € D(L) there exists n = n(v) such that L™v = 0 Then

0(t) = Lo(t) with v(0) = v € D(L)

has a SOlution (in D(L)) gi\/en by
'U(t) = et v i= E _L v
' 0 n' '

A special case of the last example would be to take X = D(L) to be the
space of polynomial functions on R¢ and Lp = Ap.

Ezample 73.6 (Figenvector Case). Let L : X — X be a linear operator and
suppose that D(L) =spanXy, where X is a subset of X consisting of eigen-
vectors for L, i.e., Vv € Xj there exists A\(v) € C such the Lv = A(v)v.
Then

0(t) = Lv(t) with v(0) =v € D(L)

haS a Solu(ion in D(L) giVen by
U(t) — etLU = E nLn'U
' 0 TL! '

More explicitly, if v = >"""_; v; with v; € Xy, then

n

etLU — E etA(vi)/Ui.

i=1
The following examples will be covered in more detail in the exercises.

Ezample 73.7 (Translation Semi-group). Let X := L*(R%, d\), w € R? and
(Tw () f)(2) := f(z+1).

Then Ty (t) is a strongly continuous contraction semi-group. In fact T, (¢) is
unitary for all ¢ € R.

Ezample 73.8 (Rotation Semi-group). Suppose that X := L?(R? d)\) and
O : R — O(d) is a one parameter semi-group of orthogonal operators. Set
(To(t)f)(z) :== f(O(t)x) for all f € X and z € R%. Then Tp, is also a strongly
continuous unitary semi-group.
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73.2 General Theory of Contraction Semigroups

For this section, let (X, |-||) be a Banach space with norm || - ||. Also let
T := {T(t)}+>0 be a collection of bounded operators on X.

Definition 73.9. Let X and T be as above.

1. T is a semi-group if T(t+s) = T(t)T(s) for all s,t > 0.

2. A semi-group T is strongly continuous if lim, (T (t)v = v for all
v € X. By convention if T is strongly continuous, set T(0) = I-the identity
operator on X.

3. A semi-group T is a contraction semi-group if |T(t)|| <1 fort > 0.

Definition 73.10. Suppose that T is a contraction semi group. Set
d
DIL)={veX: %|O+T(t)v exists in X }
and for v € D(L) set Lv := %\MT(t)v. L is called the infinitesimal gen-
erator of T.

Proposition 73.11. Let T be a strongly continuous contraction semi-group,
then

1. Forallve X, t€[0,00) = T(t)v € X is continuous.

2. D(L) is dense linear subspace of X.

3. Suppose that v : [0,00) — X is a continuous, then w(t) := T(t)v(t) is
also continuous on [0, 00).

Proof. By assumption v(¢) := T'(t)v is continuous at ¢t = 0. For ¢ > 0 and
h >0,

lo(t 4+ B) — o(e)]| = IT(E)T(H) — Dol < flo(h) — o] — 0 as h 10
Similarly if h € (0,¢),
[o(t = h) —v(@)|| = Tt = h)I = T(h)v|| < [lv—v(h)]| = 0as h]0.

This proves the first item.
Let v € X set v, := fos T(o)vdo, where, since 0 — T'(o)v is continuous,
the integral may be interpreted as X—valued Riemann integral. Note

1 1 /9 1 8
120, — o] = |12 / <T<a>vv>da||s—\ / IT(o)0 — vlldo
S s Jo ‘3‘ 0

—0

as s | 0, so that D := {vs : s >0 and v € X} is dense in X. Moreover,

d d /s

— Tty = — T(t+ o)vdo

al, Ton=g| [ Te+o
d

T dt

t+s
/ T(T)vdr =T(s)v —v.
o+ Jt
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Therefore vs € D(L) and Lvs = T(s)v—wv. In particular, D C D(L) and hence
D(L) is dense in X. Tt is easily checked that D(L) is a linear subspace of X.

Finally if v : [0,00) — X is a continuous function and w(t) := T(¢t)v(t),
then for ¢t > 0 and h € (—t, 00),

w(t+ k) —w(t) = (T(t+ h) — T(E))o(t) + T(t + h)(u(t + h) — v(t))

The first term goes to zero as h — 0 by item 1 and the second term goes to
zero since v is continuous and ||T'(t+ h)|| < 1. The above argument also works
witht=0and h>0. m

Definition 73.12 (Closed Operators). A linear operator L on X is said
to be closed if I'(L) := {(v, Lv) € X x X : v € D(L)} is closed in the Banach
space X x X. Equivalently, L is closed iff for all sequences {vy,}2, C D(L)
such that lim, .., v, =: v exists and lim,,_, o, Lv, =: w exists implies that
v € D(L) and Lv = w.

Roughly speaking, a closed operator is the next best thing to a bounded
(i.e. continuous) operator. Indeed, the definition states that L is closed iff

lim Lv, =L lim v, (73.6)

n—oo n—oo

provided both limits in (73.6) exist. While L is continuous iff Eq. (73.6) holds
whenever lim,, .~ v, exists: part of the assertion being that the limit on the
left side of Eq. (73.6) should exist.

Proposition 73.13 (L is Closed). Let L be the infinitesimal generator of a
contraction semi-group, then L is closed.

Proof. Suppose that v, € D(L), v, — v, and Lv, — w in X as n — oo.
Then, using the fundamental theorem of calculus,

T(tyw — T(t)vn — L
Tty —v _ . M ~ lim & / T(r) Lundr
0

t n— oo n—oo

1 t
— = / T(T)wdr.
tJo

Therefore v € D(L) and Lv =w. ®
Theorem 73.14 (Solution Operator).

1. For anyt >0 and v € D(L), T(t)v € D(L) and %T(t)v = LT(t)v.
2. Moreover if v € D(L), then %T(t)v =T(t)Lv.

Proof. T(t) : D(L) — D(L) and +T(t)v = LT(t)v = T(t)Lv. Suppose
that v € D(L), then
T(t+h)—T(t) (T'(h) —1I)

N v = > T(t)jy = ————.
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Letting h | 0 in the last set of equalities show that T'(¢t)v € D(L) and
d
%\MT(t +h)v = LT (t)v = T(t)Lv.

For the derivative from below we will use,

Tt—h)-T® _ I—-T(h)) _T@E-hUI-T(h))
h v= - Tt —h)v= - v, (73.7)

which is valid for ¢ > 0 and h € [0,00). Set u(h) := h=Y(I — T(h))v if h >0
and u(0) := Lv. Then u : [0,00) — X is continuous. Hence by same argument
as in the proof of item 3 of Proposition 73.11), h — T'(t—h)w(h) is continuous
at h = 0 and hence

T(t—h){I —T(h))
h

Thus it follows from Eq. (73.7) that, for all ¢ > 0,

v=T(t—h)wh) = T({t—-0)w(0)=T(t)Lv as h | 0.

d
E|07T(1§ + h)v = LT (t)v = T(t)Lv.

Definition 73.15 (Evolution Equation). Let T' be a strongly continuous
contraction semi-group with infinitesimal generator L. A function v : [0,00) —
X is said to solve the differential equation

0(t) = Lo(t) (73.8)
if
1. v(t) € D(L) for allt >0,

2.v € C([0,00) — X)NCH(0,00) — X), and
3. Eq. (73.8) holds for allt > 0.

Theorem 73.16 (Evolution Equation). Let T be a strongly continuous
contraction semi-group with infinitesimal generator L. The for all vy € D(L),
there is a unique solution to (75.8) such that v(0) = vy.

Proof. We have already shown existence. Namely by Theorem 73.14 and
Proposition 73.11, v(t) := T'(t)vg solves (73.8.

For uniqueness let v be any solution of (73.8). Fix 7 > 0 and set w(t) :=
T(T—t)v(t). By item 3 of Proposition 73.11, w is continuous for ¢t € [0, 7]. We
will now show that w is also differentiable on (0,7) and that w := 0.

To simplify notation let P(t) := T'(t —t) and for fixed ¢ € (0,7) and h > 0
sufficiently small let e(h) := h=!(v(t+h)—v(t)) —(t). Since v is differentiable,
e(h) — 0 as h — 0. Therefore,
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w % [P(¢+ h)u(t + h) = P(t)o(t)]

(P(t+h)— P(t)

(v(t+h) —v(t)

v(t) + P(t + h)

h h
= PCEN POy 1) 4 e+ myote) +e(h)

— —P(t)Lo(t) + P(t)i(t) as h — 0,

wherein we have used |P(t + h)e(h)|| < |le(h)|| — 0 as h — 0. Hence we have
shown that

w(t) = —P(t)Lo(t) + P(t)o(t) = —P(t)Lu(t) + P(¢)Lu(t) = 0

Therefore w(t) = T'(t — t)v(t) is constant or (0,¢) and hence by continuity of
w(t) = w(0), i.e.

This proves uniqueness. m

Corollary 73.17. Suppose that T and T are two strongly continuous con-
traction semi-groups on a Banach space X which have the same infinitesimal
generators L. Then T =T.

Proof. Let vy € D(L) then v(t) = T(t)v and o(t) = T(t)d both solve Eq.
(73.8 with initial condition vg. By Theorem 73.16, v = ¢ which implies that

T(t)yvg =T (t)vg, i.e., T =T.
Because of the last corollary the following notion is justified. m

Notation 73.18 If T is a strongly continuous contraction semi-group with

infinitesimal generator L, we will write T(t) as et

Remark 73.19. Since T is a contraction, L should be “negative.” Thus, work-
ing informally,

o 1 e 1 -
/0 e tAetLdt = L—_/\et(L )\)‘t:[) = /\_—L = ()\ — L) 1.

Theorem 73.20. Suppose T = et* is a strongly continuous contraction semi-
group with infinitesimal generator L. For any X > 0 the integral

/ e etldt =: Ry, (73.9)
0

exists as a B(X)-valued improper Riemann integral.' Moreover, (A — L) :
D(L) — X is an invertible operator, (A — L)™* = Ry, and ||Ry|| < A7L.

! This may also be interpreted as a Bochner integral, since T(t) is continuous and
thus has separable range in B(X).
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Proof. First notice that
o) o0
/ e |et | dt < / et = 1/,
0 0

Therefore the integral in Eq. (73.9) exists and the result, Ry, satisfies || Ry <
A~L. So we now must show that Ry = (A — L)~ L.
Let v € X and h > 0, then

S ) %)
ehLR)\U — / e—t)\e(t-‘rh)L,Udt — / e—(t—h))\etLvdt — ehA / e_t)‘etLvdt.
0 h

h
(73.10)
Therefore

d

T "t Ryv = —v +/ Xe Petludt = —v + ARy,

0+ 0

which shows that Ryv € D(L) and that LRyv = —v+AR\v. So (A—L)Ry = I.
Similarly,

Ryety = ehA/ e~ etludt (73.11)
h

and hence if v € D(L), then

d
RyLv=— R,\ehLU = —v+ ARyw.

dh

0+

Hence Rx(A— L) = Ipz). ®

Before continuing it will be useful to record some properties of the resolvent
operators Ry := (A — L)~!. Again working formally for the moment, if \, 1 €
(0,00), then we expect

1 1 p—L-(A-1L)
TA-L pu—L (A-L)(p-1L)

R)\ — RM = (p, — )\)R)\RM.

For each A > 0 define Ly := ALR). Working again formally we have that

AL ML -AEN) )
h=x—z=">p =MtV

and d L(A—L)— AL L?
— Ly = T = = —LR\LR).
ax" A—L)? A—L)? RALE

These equations will be verified in the following lemma.

Lemma 73.21. Let L : X — X be an operator on X such that for all A > 0,
A\ — L is invertible with a bounded inverse Ry or (A — L)~'. Set Ly := ALRy.
Then
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1. for A, p € (0, 00),
R)\ - RH = (u - /\)R)\Ru, (73.12)

and in particular Ry and R, commute,
2. L)\ =-\+ )\QR)\, and
3. 4 Ly=—LR\LR,.

Proof. Since A\ — L is invertible, A — L is injective. So in order to verify
Eq. (73.12 it suffices to verify:

(A= L)(Rx — R,) = (11— \)(A — L)R\R,.. (73.13)
Now
A=L)(Rx—R,)=1-AN—p+p—L)R,=1—-A—p)R,—I =—-(A—p)R,,

while
(1= N\~ L)RAR, = (1~ R,

Clearly the last two equations show that Eq. (73.13) holds. The second item
is easily verified since, Ly = A\(L — A+ A )Ry = =\ + A\2R,.

For the third item, first recall that A — Ry is continuous in the operator
norm topology (in fact analytic). To see this let us first work informally,

1 1 1

B =S L 02 h - 0D rh( L))

(73.14)
To verify this last equation, first notice that for sufficiently small h, |hR,| <
1, so that > >° || = hR)||™ < co and hence (I 4+ hRy) is invertible and

o

(I+hRy)™ = (=hRy)".

n=0

To verify the ends of Eq. (73.14) are equal it suffices to verify that Ry n(I +
hR)) = Ry, i.e., Rx4rn — Ry = —hR);rRy. But this last equation follows
directly form (73.12). Therefore, we have shown that for h sufficiently close
to zero,

Rapn =Ry Y _(—hRA)".
n=0

Differentiating this last equation at h = 0 shows that

d d
aRA = %|ORMh = —R3. (73.15)

We now may easily compute:

dL,\ d

L= (=M + NRy) = —1 +2\Ry = MR} = ~(\R» — I)".

= ZR)\(I-FhR)\)_l.
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This finishes the proof since,
ARy — I =AR\— (A—L)Ry = LRy
We now show that L) is a good approximation to L when A — co. m

Proposition 73.22. Let L be an operator on X such that for each A € (0, 00),
Ry == (A — L)' exists as a bounded operator and ||(A — L)~t|| < A~L. Then
ARy — I strongly as A\ — oo and for allv € D(L)

lim Lyv = Lv. (73.16)

A—00
Proof. First notice, informally, that
A A—L+L

S wy s W

=I+Ry)L.
So we expect that
)\R)\‘”D(L) =1+ R)L. (73.17)

(This last equation is easily verified by applying (A — L) to both sides of the
equation.) Hence, for v € D(L),

AR)\v = v + RyLv,

and ||RyLv| < ||Lv||/A. Thus limy_,. ARyv = v for all v € D(L). Using
the fact that |ARx|| < 1 and a standard 3e-argument, it follows that AR
converges strongly to I as A — co. Finally, for v € D(L),

Lyv=ALRyv=AR\Lv — Lv as A\ — oc.
See Dynkin, m

Lemma 73.23. Suppose that A and B are commuting bounded operators on
a Banach space, X, such that ||e'?| and | e*B|| are bounded by 1 for all t > 0,
then

(et — etB)v|| < t]|(A — B)v|| for allv € X. (73.18)

Proof. The fundamental theorem of calculus implies that
t d t
e tetP — :/ —e e Bdr :/ e "A(—A+ B)e™Bdr,
o dr 0
and hence, by multiplying on the left by e*4,
t
etB _ etA _ / e(t—‘r)A(_A + B)eTBd’T
0
t
= / et AeTB(_ A 4 B)dr,
0

wherein the last line we have used the fact that A and B commute. Eq. (73.18)
is an easy consequence of this equation. m
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Theorem 73.24 (Hile-Yosida). A closed linear operator L or a Banach
space X generates a contraction semi-group iff for all A € (0,00),

1. (A= L)™' exists as a bounded operator and
2. [[(A= L)~ < X1 for all A > 0.

Proof.

oo
Ta(t) := et = etlr = Z(tLA)”/n!.
n=0
The outline of the proof is: i) show that T)(t) is a contraction for all ¢ > 0,
ii) show for ¢ > 0 that T)\(t) converges strongly to an operator T'(¢), iii) show
T(t) is a strongly continuous contraction semi-group, and iv) show that L is
the generator of T.
Step i) Using Ly = —\ + A2R,, we find that e'2> = e=*A¢!»*Bx Hence

ITA@)]] = eFr]| < eIl < o=t AT =

Step ii) Let o, 4 > 0 and v € D(L), then by Lemma 73.23 and Proposition
73.22,
[(Ta(t) = Tu@)v[| <t Lav = Lyv|| — 0 as a, p — oc.

This shows, for all v € D(L), that lim,—cc To(t)v exists uniformly for ¢ in
compact subsets of [0, 00) For general v € X, w € D(L), 7 > 0,and 0 <t < 7,
we have

[(Ta(t) = Tu(®)v]l < [(Talt) = Tu@)w|| + [[(Ta(t) = Tp(t)) (v — w)||
< (Ta(t) = Tu@)wll + 2[lv — w].
< 7||Low — Lyw| 4 2|jv — w]].

Thus
limsup sup ||(Ta(t) —T.(t))v| < 2|lv —w| — 0 as w — wv.
a,u—00 te[0,7]
Hence for each v € X, T(t)v := limy— oo To(t)v exists uniformly for ¢ in

compact sets of [0, c0).
Step iii) It is now easily follows that ||T(¢)|| < 1 and that ¢ — T'(¢) is
strongly continuous. Moreover,

T+ s)v= lim To(t+s)v= lim To(t)Ta(s)v.
Letting e(a) := T, (s)v — T'(s)v, it follows that

T(t+s)v= alirrgo To()(T(s)v+e(a)) =TE)T(s)v+ lim T, (t)e(a).

a—00

This shows that T is also satisfies the semi-group property, since || T, (¢)e(a)|| <
lle(a)]| and lim,— o0 €(a) = 0.



73.2 General Theory of Contraction Semigroups 1229

Step iv) Let L denote the infinitesimal generator of T. We wish to show
that L = L. To this end, let v € D(L), then

t
T\(t)v=v+ / eTIrLyvdr.
0

Letting A — oo in this last equation shows that

Tt)v=v+ /Ot T(1)Lvdr,

and hence o+ T'(t)v exists and is equal to Lv. That is D(L) C D(L) and
L =1L onD(L).

To finish the proof we must show that D(L) C D(L). S uppose that o €
D(L) and A > 0 and let v := (A—L)~ YA— L)o. Since D( ) D(L), A\—L)o =
(A— L)v = (A — L)v and because A — L is invertible, # = v € D(L). m

Theorem 73.25. Let L be a closed operator or Hilbert space H. Then L
generates a contraction semi-group T(t) iff there exits Ao > 0 such that
Ran(L + Ao) = H and Re(Lv,v) <0 for all v € D(L).

Proof. (=) If T(t) = e'f is a contraction semigroup, then, for all
v € D(L), |letfv||? < |jv]|?> with equality at ¢+ = 0. So it is permissible to
differentiate the inequality at ¢ = 0 to find 2Re(Lwv,v) < 0. The remaining

assertions in this direction follows from Theorem 73.24. (<=) If Re(Lv,v) <0
and A > 0 then

(A = L)ol* = A [[v]|* = 2ARe(Lv, v) + [ Lo]|* = A?|[v]®
which implies A — L is 1-1 on D(L) and Ran(A — L) is closed. m

Theorem 73.26. Let P, : X — X be a contraction semi-group. D(L) =
{v e X|Lv=4|yPw} exists Then for allv € D(L) wv(t) = P is the unique

solution to
0(t) = Lo(t)v(0) = v.
Lemma 73.27. D(L) is dense in X.

Proof. Let p € C2°((0,00)) set

Pyv ::/ ©(s)Psvds
0
then

P,Pyv= / ©(8) Prysvds = / (s — t)Psvds = Pyo—yyv
0 0
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PtP(P’U—P(p,U :/OO So(s_t)_so(s)Pvds
t 0 °

t
o0 , d
— —¢ (S)PsvdsathPwv =—Pyv
0

so P,v € D(L) and LP,v = —Pyv Now ¢ — §p. &

Proof of Theorem Key point is to prove uniqueness. Let P = transpose
semi group. Let B = %|0+Pt* denote the adjoint generator.

Claim B = L*.

d *
v € D(B) = —lo(Fi'p,v) = (B, v)
d
Zlo(e, Pv) = (g, Lv) Vv e D(Lt

= ¢ € D(L*) and By = Ly so that B C L*. Suppose ¢ € D(L*) =
Iy > L*¢ = 1. For example (L*p,v) = (¢, v) Vv € D(L) for example
(o, Lv) = (,v)

d
E“pv Pt'U> = W% Ptv>'

So (@, Pw) — (p,v) = fJ(Pt*w,v)dt Vv € D(L). So Pfo = ¢+ fot Pradt.
So Lo Pfo=1v= ¢ D(L*) and L*p = .

Uniqueness: Let v = Lv, v(0) = vo. Let ¢ € D(L*),T > 0.
d * * * *
g \Prosp,v(t) = (=L"Pr_yp,v(t) + (Pr_y, Lv) = 0
= (Pj_;p,v(T)) = construction therefore (P, vo) = (p,v(T)) Yo €
D(L*){¢", Pruvp). Since D(L*) is dense v(T') = Pruyp.
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Multinomial Theorems and Calculus Results

Given a multi-index a € Z7}, let |a| = a1 + -+ + ap, al i= aq! -y,

a & o o J?_ “ — - _jz_ “
% = :xj and@m—<8w> .—jll(axj) .

We also write J
Oy f(x) := af(x +1v)¢=0-

A.1 Multinomial Theorems and Product Rules

For a = (a1,az,...,a,) € C*, m € N and (i1,...,4m) € {1,2,...,n}™ let
& (i1, .-y tm) = #{k i, = j}. Then

(Zal) = Z iy ooy, = Z C(a)a®

D1y yim =1 \a|:m
where

Cla) =#{(i1,. . sim) : &5 (11,...,im) = o for j =1,2,...,n}

I claim that C(a) = ZL_" Indeed, one possibility for such a sequence
(a1,...,a;, ) for a given « is gotten by choosing
@1 (6%} [e20)
—— —— ———
(@1y...,01,02,...,02, ..., Qpy ..., 0p).

Now there are m! permutations of this list. However, only those permutations
leading to a distinct list are to be counted. So for each of these m! permuta-
tions we must divide by the number of permutation which just rearrange the
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groups of a;’s among themselves for each i. There are ! := a1!--- ;! such
permutations. Therefore, C(a) = m!/al as advertised. So we have proved

- " m!
<2; Cli) = ‘ Z_: Jao‘. (Al)
Now suppose that a,b € R™ and « is a multi-index, we have

aPpe—F =

(a+0) Z Bl — 5 b Z 5!51 (A-2)
B<La B+o=«
Indeed, by the standard Binomial formula,
al_i'_b CE,_ Z /szoﬁ Bi
gz, Pilla Bil( — Bi)!

from which Eq. (A.2) follows. Eq. (A.2) generalizes in the obvious way to

a!
(a1 + - +ap)” = Z ﬁ ah ﬁl. a,g’” (A.3)
BrttBr=a
where a1,as2,...,ar € R" and o € Z7}.

Now let us consider the product rule for derivatives. Let us begin with the
one variable case (write d™ f for f(") = di—n f) where we will show by induction

that
(79 =Y (})ais -t (A1)

k=0
Indeed assuming Eq. (A.4) we find

dn+1 (fg) = (Z)dkﬂf - kg+Z( ) dn k+1g
k=0

n+1
—z(k) g S (e
k=1

n+1
[(k ) ()]dkf'd"_k“ﬁd"“f-ﬁf-dn+1g.

=1

(k . 1) + <Z> “ Tk +T)!(k it m —n/!f)!m

n!

1 1
e— 1) (n—Fk)! [(nk’Jrl) +E}

n! n+1 n+1
B (k—l)!(n—k)!(n—k+1)k::< k )

Since
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the result follows.
Now consider the multi-variable case

(i) oo- 1[5 (2o

i=1 Lk
= Z Zn H (2;)8kf,8a—kg: Z <Z)akf.8a—kg
k1=0 kp=01:=1 k<a

where k = (k1, ko, ..., k,) and

(&) =11() = s

o(fo) = 3 (5)0°1 % (A.5)

Ba

So we have proved

A.2 Taylor’s Theorem

Theorem A.l. Suppose X C R"™ is an open set, x : [0,1] — X is a C* -
path, and f € CN(X,C). Let vs := z(1) —x(s) and v = v; = x(1) — x(0), then

N-1

=3 % (07 f) (2(0)) + Ry (A.6)
m=0
where
1 ) 1 d
Ry = ﬁ/@ (856(8)6{)5_ ) (x(s))ds = %/o (-EQJXJC) (z(s))ds.
(A7)
and 0! := 1.

Proof. By the fundamental theorem of calculus and the chain rule,
t g t
1) = 1eO) + | fal@)ds = 1)+ [ (@i 1) w(s)ds (15)
and in particular,
1
F@) = £@O) + [ (@i 1) (wls)is

This proves Eq. (A.6) when N = 1. We will now complete the proof using
induciton on V.
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Applying Eq. (A.8) with f replaced by N e (8i(5)8£71f) gives

T O? 1) (6 = Ty (95002 ) (@(0)

+ ﬁ / (0i(5)00 " 0pey f) (w(t))dt

= Jé, (d Nf)( (0 ))—%/Os (d%aﬁaw)f> (x(t))dt

wherein we have used the fact that mixed partial derivatives commute to show
LONf = N0 50N 1 f. Integrating this equation on s € [0,1] shows, using
the fundamental theorem of calculus,

Ry =57 000 @) = 7 [ (0000 ) (aloasa

el BRCHIEOT

L on
=N (82 F) (2(0)) + Ryn+1

1 N

which completes the inductive proof. m

Remark A.2. Using Eq. (A.1) with a; replaced by v;0; (although {v;0;};_, are
not complex numbers they are commuting symbols), we find

' f = (ZW@) f= Z a|v “9”.
i=1 la|=m
Using this fact we may write Egs. (A.6) and (A.7) as
1
f@) = > —v"0"f(@(0)+ Ry

la|<N-1

and

Ry=3 a|/ (——v“@“ )(w(s))ds.

lee|=N

Corollary A.3. Suppose X C R"™ is an open set which contains z(s) = (1 —
s)xo + sr1 for 0 < s <1 and f € CV(X,C). Then

=1 1!
flan) = 30 = @) (o) + 577 | (@) s (o (A.9)
m=0
= ¥ Lt -+ Y [ [ 0] e
laj<N |a\ N

(A.10)
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where v := x1 — xg and dvy is the probability measure on [0,1] given by
dvy(s) := N(1 — s)V~lds. (A.11)

Ifweletx =x¢ and y =21 — ¢ (S0 x+y =z1) Eq. (A.10) may be written
as

_ 8zaf($) a 1 ! « a
fatn= ¥ Eyre 3 ([ ot man) v
la|<N a:|la|=N
(A.12)
Proof. This is a special case of Theorem A.1. Notice that
vs=z(1) —a(s) = (1= s)(x1 —xg) = (1 — s)v

and hence

Ry =i | 1 (<4090 s ) twlots = 5 | (0 1) ()N ()N s,

Ezample A.4. Let X = (—1,1) C R, B € R and f(x) = (1 — x)”. The reader
should verify

f(@) = (-1)"B(B—1)...(B —m+1)(1—z)* ™

and therefore by Taylor’s theorem (Eq. (??) with x = 0 and y = z)

N-1
(1- m)ﬁ =1+ Z %(—1)"%@ —1)...(B=m+1)2™+ Rn(z) (A.13)
where
Ry(@) = / (~)VBB—1)... (B~ N +1)(1 - s2)* Nduy (s)

_xN 1N(1—s)N_1
_m(—1)Nﬁ(5_1)...(ﬂ—N+l)/ mds.

0
Now for z € (—1,1) and N > 3,
PN = )N "N =)V ! N
< 2TV ge< | T8 = [ N1 - s)Plds =
O_/o (1_S$)N7/3ds_ AT ds /0 (1—9)"""ds

and therefore,

o™

fl)ﬂ(ﬁ*l)---(ﬁ*NﬂLl)\:pN-

IR (@) < o
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Since

lim sup PN+
N—oo PN

and so by the Ratio test, |Ry(z)| < py — 0 (exponentially fast) as N — oo.
Therefore by passing to the limit in Eq. (A.13) we have proved

= |z|-lim sup 76:\m|<1
N—o00

- (_1)m m
1-2)f =1+ ——B(B 1) (F-m+ 1) (A.14)
m=1
which is valid for |z] < 1 and 5 € R. An important special cases is § = —1

in which case, Eq. (A.14) becomes ﬁ = > _,a™, the standard geometric
series formula. Another another useful special case is 5 = 1/2 in which case
Eq. (A.14) becomes

3

\/l—le—l—z (_ﬂgm%(%—l)...(%—m—kl)xm

I
—

(2m — 3)!!
2mm)

=1

NE

2™ for all |z| < 1. (A.15)

3
I



B

Zorn’s Lemma and the Hausdorff Maximal
Principle

Definition B.1. A partial order < on X is a relation with following properties

(i) Ifx <y and y < z then z < z.
(i)If x <y and y < x then x = y.
(itif < x for all z € X.

Ezample B.2. Let Y be a set and X = P(Y). There are two natural partial
orders on X.

1. Ordered by inclusion, A < Bis A C B and
2. Ordered by reverse inclusion, A < B if B C A.

Definition B.3. Let (X, <) be a partially ordered set we say X is linearly a
totally ordered if for all x,y € X either x <y ory < x. The real numbers R
with the usual order < 1is a typical example.

Definition B.4. Let (X, <) be a partial ordered set. We say x € X is a
mazimal element if for all y € X such that y > x implies y = x, i.e. there is
no element larger than x. An upper bound for a subset E of X is an element
x € X such that x >y for ally € E.

Ezxample B.5. Let
X:{az{1}b={1,2}c={3}d={2,4}e:{2}}

ordered by set inclusion. Then b and d are maximal elements despite that fact
that b £ a and a £ b. We also have

e If E ={a,e,c}, then FE has no upper bound.

Definition B.6. ¢ If E = {a,e}, then b is an upper bound.
o FE ={e}, then b and d are upper bounds.

Theorem B.7. The following are equivalent.
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1. The axiom of choice: to each collection, {Xa},c 4, of non-empty sets
there exists a “choice function,” x : A — [] Xa such that z(a) € X, for

acA
al € A, ice. [Tpcn Xa # 0.
2. The Hausdorff Maximal Principle: Every partially ordered set has a
mazimal (relative to the inclusion order) linearly ordered subset.
3. Zorn’s Lemma: If X is partially ordered set such that every linearly
ordered subset of X has an upper bound, then X has a mazimal element.!

Proof. (2= 3) Let X be a partially ordered subset as in 3 and let F =
{F C X : E is linearly ordered} which we equip with the inclusion partial
ordering. By 2. there exist a maximal element £ € F. By assumption, the
linearly ordered set E2 has an upper bound z € X. The element z is maximal,
forif y € Y and y > «, then EU {y} is still an linearly ordered set containing
E. So by maximality of £, E = EU {y}, i.e. y € E and therefore y < x
showing which combined with y > z implies that y = .2

(3=1) Let {Xa},c4 be a collection of non-empty sets, we must show
[I,c4 Xa is not empty. Let G denote the collection of functions g : D(g) —
[{,c4 Xa such that D(g) is a subset of A, and for all @ € D(g), g(a) € Xq.
Notice that G is not empty, for we may let ag € A and xg € X, and then
set D(g) = {ap} and g(ag) = xo to construct an element of G. We now put
a partial order on G as follows. We say that f < g for f,g € G provided
that D(f) € D(g) and f = g|p(s). If & C G is a linearly ordered set, let
D(h) = UgeaD(g) and for a € D(g) let h(co) = g(«). Then h € G is an upper
bound for @. So by Zorn’s Lemma there exists a maximal element h € G. To
finish the proof we need only show that D(h) = A. If this were not the case,
then let ag € A\ D(h) and xg € X4,. We may now define D(h) = D(h)U{ap}
and )

Pa) = {h(a) }f ! E_D(h)
zo if a=aqg.

L If X is a countable set we may prove Zorn’s Lemma by induction. Let {zn}oe,
be an enumeration of X, and define E,, C X inductively as follows. For n =1
let 1 = {z1}, and if E, have been chosen, let Ent1 = Ep U {@ny1} if Zpg
is an upper bound for E,, otherwise let Ey,41 = E,. The set £ = U2 E, is a
linearly ordered (you check) subset of X and hence by assumption E has an upper
bound, z € X. I claim that his element is maximal, for if there exists y = xm, € X
such that y > x, then z,,, would be an upper bound for E,,_1 and therefore
Yy =xm € E, C E. That is to say if y > =z, then y € E and hence y < z, so
y = x. (Hence we may view Zorn’s lemma as a “ jazzed” up version of induction.)

2 Similalry one may show that 3 = 2. Let F = {E C X : E is lincarly ordered}

and order F by inclusion. If M C F is linearly ordered, let E = UM = |J A.
AEM
If x,y € E then x € A and y € B for some A, B C M. Now M is linearly ordered

by set inclusion so A C Bor BC Aie. x,y € Aor z,y € B. Sinse A and B are
linearly order we must have either x < y or y < z, that is to say E is linearly
ordered. Hence by 3. there exists a maximal element F € F which is the assertion
in 2.
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Then h < h while h #+ h violating the fact that h was a maximal element.

(1 = 2) Let (X, <) be a partially ordered set. Let F be the collection of
linearly ordered subsets of X which we order by set inclusion. Given zy € X,

{x0} € F is linearly ordered set so that F # (.

Fix an element Py € F. If Py is not maximal there exists P, € F such
that Py & P;. In particular we may choose = ¢ Py such that Py U {z} € F.

The idea now is to keep repeating this process of adding points x € X until
we construct a maximal element P of F. We now have to take care of some
details.

We may assume with out loss of generality that F = {P € F: P is not maximal}
is a non-empty set. For P € F,let P* = {x € X : PU{z} € F}. As the above
argument shows, P* # () for all P € F. Using the axiom of choice, there exists
f €1lpcr P We now define g : ¥ — F by

P if P is maximal
9(P) = {P U {f(z)} if P is not maximal. (B.1)

The proof is completed by Lemma B.8 below which shows that g must have
a fixed point P € F. This fixed point is maximal by construction of g. m

Lemma B.8. The function g : F — F defined in Eq. (B.1) has a fized point.

Proof. The idea of the proof is as follows. Let Py € F be chosen
arbitrarily. Notice that & = { g(”) Po)} o C F is alinearly ordered set and it

is therefore easily verified that P, = U gt (Po) € F. Similarly we may repeat

the process to construct P, = U g™ (P)) € F and P3 = U g™ (Py) € F,

etc. etc. Then take Py, = 0P and start again with Py reoplaced by Py
Then keep going this way untll eventually the sets stop increasing in size, in
which case we have found our fixed point. The problem with this strategy is
that we may never win. (This is very reminiscent of constructing measurable
sets and the way out is to use measure theoretic like arguments.)

Let us now start the formal proof. Again let Py € F and let 71 = {P €
F : Py C P}. Notice that F; has the following properties:

1. Py € F1.
2. If & C F; is a totally ordered (by set inclusion) subset then U € Fj.
3. If P € F; then g(P) € Fi.

Let us call a general subset F' C F satisfying these three conditions a
tower and let

3 Here is an easy proof if the elements of F happened to all be finite sets and
there existed a set P € F with a maximal number of elements. In this case the
condition that P C g(P) would imply that P = g(P), otherwise g(P) would have
more elements than P.
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Fo=n{F : F'is a tower} .

Standard arguments show that Fy is still a tower and clearly is the smallest
tower containing Py. (Morally speaking Fq consists of all of the sets we were
trying to constructed in the “idea section” of the proof.)

We now claim that Fy is a linearly ordered subset of F. To prove this let
I' C Fy be the linearly ordered set

I'={CeFy: forall Ae Fyeither AC Cor C C A}.

Shortly we will show that I" C Fy is a tower and hence that Fy = I'. That is
to say Fy is linearly ordered. Assuming this for the moment let us finish the
proof. Let P = UFy which is in Fy by property 2 and is clearly the largest
element in Fy. By 3. it now follows that P C g(P) € Fp and by maximality of
P, we have g(P) = P, the desired fixed point. So to finish the proof, we must
show that I" is a tower.

First off it is clear that Py € I' so in particular I" is not empty. For each
Cellet

Pc :={A € Fy:either AC Corg(C)C A}.

We will begin by showing that @ C Fy is a tower and therefore that oo = Fy.
1. Py € &¢ since Py C Cforall C € I' C Fy. 2. If @ C & C Fy is totally
ordered by set inclusion, then Ag := U® € Fy. We must show Ag € @, that
is that Ag € C or C C Ag. Now if A C C for all A € @, then A C C and
hence Ag € P¢. On the other hand if there is some A € & such that g(C) C A
then clearly g(C) C Ag and again Ag € P¢.
3. Given A € &¢ we must show g(A) € P, i.e. that

g(A) C Cor g(C) C g(A). (B.2)

There are three cases to consider: either A & C, A = C, or g(C) C A. In the
case A =C, g(C) = g(A) C g(A) and if g(C) C A then g(C) C A C g(A) and
Eq. (B.2) holds in either of these cases. So assume that A & C. Since C € T,
either g(A) € C (in which case we are done) or C C g(A). Hence we may
assume that

A CCg(A).

Now if C were a proper subset of g(A4) it would then follow that g(A4)\ A would
consist of at least two points which contradicts the definition of ¢g. Hence we
must have g(A) = C C C and again Eq. (B.2) holds, so &¢ is a tower.

It is now easy to show I is a tower. It is again clear that Fy € I' and
Property 2. may be checked for I" in the same way as it was done for @<
above. For Property 3., if C' € I' we may use ¢ = Fy to conclude for all
A € Fy, either A C C C g(C) or g(C) C A, ie. g(C) € I. Thus I is a tower
and we are done. m
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